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This article formulates and evaluates four different methods for six-degrees-of-freedom
binaural reproduction of head-worn microphone array recordings, which may find applica-
tion within future augmented reality contexts. Three of the explored methods are signal-
independent, utilizing least-squares, magnitude least-squares, or plane wave decomposition–
based solutions. Rotations and translations are realized by applying directional transformations
to the employed spherical rendering or optimization grid. The fourth considered approach is a
parametric signal-dependent alternative, which decomposes the array signals into directional
and ambient components using beamformers. The directional components are then spatialized
by applying binaural filters corresponding to the transformed directions, whereas the ambient
sounds are reproduced using the magnitude least-squares solution. Formal perceptual stud-
ies were conducted, whereby test participants rated the perceived relative quality of the four
binaural rendering methods being evaluated. Of the three signal-independent approaches, the
magnitude least-squares solution was rated the highest. The parametric approach was then
rated higher than the magnitude least-square solution when the listeners were permitted to
move away from the recording point.

0 INTRODUCTION

The integration of multiple microphones into commer-
cially available head-worn devices has invoked renewed
interest into the development of suitable audio processing
algorithms for application within augmented reality (AR)
contexts. The objective is often to process the microphone
array signals with low-latency and deliver them immedi-
ately to the user via headphones/ear pieces or, alternatively,
to store them for future processing and playback. In the for-
mer use case, the intention is usually to enhance or augment
the auditory experience of the listener. This may involve a
reduction in background noise and improved speech in-
telligibility [1, 2], the preservation or modification of the
perceived spatial properties of the scene [3, 4], or an exten-
sion of the listeners’ hearing abilities beyond the audible
range [5]. Whereas, for the other use case, these enhance-
ments may also find application, but with less stringent
latency constraints, while also permitting additional spatial
modifications [6, 7] prior to reproducing the captured scene
over the target playback setup. The topic of this article falls

within this latter reproduction task for headphones, with the
added goal of accounting for both the listener’s head ori-
entation and their position relative to the recording point,
which is often collectively referred to as six-degrees-of-
freedom (6DoF) rendering based on sound-field extrapola-
tion [8].

Previous studies investigating the 6DoF binaural repro-
duction of microphone array recordings have, however, fo-
cused predominantly on the use of spherical microphone
arrays (SMAs). Many existing rendering pipelines require
the SMA signals to first be transformed into the spherical
harmonic domain [9], which is often referred to as Am-
bisonic encoding [10, 11], and the subsequent mapping
of the spherical harmonic/Ambisonic signals to the target
playback setup is referred to as Ambisonic decoding [12,
13]. This Ambisonics framework is especially popular for
the task of delivering binaural audio with three-degrees-of-
freedom (3DoF) capability. This is because well-defined
and efficient sound-field rotations may be achieved via a
single broad-band matrix operation [14]. Subsequent bin-
aural decoding solutions include those based upon the
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application of a plane wave decomposition (PWD) fol-
lowed by binauralizing the plane wave signals [15, 13]
(often referred to as virtual-loudspeaker–based decoding)
or through a direct least-squares (LS) fitting of the spheri-
cal harmonic patterns to the binaural directivities [16]. The
perceptually motivated magnitude LS (MagLS) optimiza-
tion [17–19] is widely considered to represent the current
state-of-the-art, signal-independent binaural decoding solu-
tion. 6DoF rendering support may then be incorporated into
these decoding methods by treating the plane wave grid (or
the optimization directional grid) as objects in space and
applying the appropriate directional transformations and
distance-dependent gain factors to account for a translated
listener position [20, 21, 8, 22].

Directly adopting the aforementioned Ambisonics-based
rendering solutions for head-worn microphone array
recordings, however, may lead to two main problems. The
first relates to the well-known perceptual limitations, which
are inherently incurred when decoding lower-order Am-
bisonic signals; i.e., as one would likely expect to acquire
when encoding head-worn arrays comprising relatively few
microphones. These perceptual issues are largely a prod-
uct of the spatial overlap of the signals delivered over the
playback setup, with the resulting coherent spreading of di-
rectional and diffuse sounds leading to source localization
ambiguities, timbral colorations, and a loss of perceived
envelopment [23, 24]. These drawbacks have motivated the
introduction of signal-dependent Ambisonic decoding al-
ternatives, which have been shown to mitigate many of these
issues [25–29]. Such decoders typically adopt a parametric
sound-field model, conduct an acoustical analysis of the
scene, and subsequently use this information to adaptively
synthesize the target playback signals. 6DoF extensions to
these parametric methods have also been explored and typi-
cally operate in a similar manner to their signal-independent
counterparts. The exception being that rotations and transla-
tions are usually only applied to sound components that are
analyzed as being directional, with other ambient/diffuse
sounds left unchanged [30–33].

The second issue of concern relates to the Ambisonic en-
coding of irregularly shaped and physically larger arrays;
such as those incorporated into the eyeglasses form-factor
in particular. Although the parametric decoding methods
described above may indeed improve the perceived spa-
tial accuracy of lower-order Ambisonics material, they are
unable to do so if the Ambisonic encoding scheme does
not produce the correct Ambisonic patterns over a suffi-
ciently wide frequency bandwidth. For example, a recent
study involving a seven-sensor head-worn microphone ar-
ray demonstrated poor encoding performance above 1.5
kHz, when using a conventional signal-independent encod-
ing approach [34]. This has therefore motivated recent al-
ternative encoding proposals, such as seeking to exploit
the properties of an equatorial arrangement of sensors [35],
or employing parametric/signal-dependent processing [36,
34], in order to help alleviate the encoding limitations of
such arrays. However, it may be argued that circumventing
any conversion into the intermediate Ambisonics format,
and instead mapping the input array signals directly to the

binaural channels, should represent the more optimal ren-
dering strategy.

Examples of studies involving the direct binaural repro-
duction of head-worn arrays in the eyeglasses form-factor
include the use of LS [37] or MagLS [38] solutions, which
aim to fit the array directivities directly to the target binau-
ral directivities. A general parametric spatial enhancement
solution was also explored recently in [39], which demon-
strated improved spatial accuracy over alternative signal-
independent algorithms. However, as far as the present au-
thors are aware, the only previous study involving the direct
binaural rendering of head-worn microphone array record-
ings, while also accommodating for listener head move-
ments, was conducted in [40]. Here, the study involved
accounting for listener head-rotations around the z axis;
i.e., with one degree of freedom. There currently exists no
report of a study investigating the 6DoF (or 3DoF) direct
rendering of head-worn array recordings.

Therefore, in this study, four different 6DoF binaural
rendering methods were formulated and evaluated, which
specifically target the use of a head-worn microphone array
as input. Three of the methods are inspired by related Am-
bisonics literature and are signal-independent; achieving
rotations and translations by applying directional transfor-
mations to the employed rendering/optimization grids. The
fourth method is a parametric signal-dependent approach,
which adopts the spatial analysis techniques employed re-
cently in [34] and uses spatial filters to separate the input
recording into directional and ambient components. The di-
rectional components are then rotated, translated, and spa-
tialized as point-sources, whereas the ambient components
are reproduced using one of the three signal-independent
solutions. A seven-sensor head-worn microphone array is
then described, which was used to record three sound scenes
comprising different source stimuli. A multiple-stimulus
listening test then followed, whereby test subjects compared
the relative perceived rendering quality obtained using the
four rendering methods under test.

This article is organized as follows. In SEC. 1, the three
signal-independent approaches are formulated. Their 6DoF
extensions are then presented in SEC. 2. The parametric al-
ternative approach is described in SEC. 3. The test apparatus
and methodology employed for the perceptual study is then
detailed in SEC. 4, with the results and discussions provided
in SEC. 5. The article is concluded in SEC. 6.

1 SIGNAL-INDEPENDENT BINAURAL
RENDERING APPROACHES

It is first assumed that a sound-field x(t, f ) ∈ C
Q×1 has

been recorded using an array of Q microphones, which have
been transformed into the time-frequency domain through
either the application of a short-time Fourier transform
(STFT) or a (near) perfect reconstruction filter-bank [41],
in which t and f denote the time and frequency indices,
respectively. The sound-field may then be modeled as a su-
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perposition of many plane waves, which are incident from
a spherical grid of V directions as

x(t, f ) = A(�V , f )z(t, f ), (1)

where z ∈ C
V ×1 are the plane wave signals and A ∈ C

Q×V

are the respective array transfer functions (ATFs). Note
that it is henceforth assumed that these ATFs are available
for a dense spherical grid of directions, from which one
may look up those corresponding to these V directions,
�V = [γ1, ..., γV ]; where γv ∈ S2 is a unit-length Carte-
sian vector describing the direction of the vth plane wave.
In practice, ATFs may be obtained via free-field measure-
ments of the array in question or through simulations. Ad-
ditionally, although the primary focus of the present study
concerns the use of head-worn microphone arrays, it is
noted that other arbitrary microphone array configurations
may also be employed. This includes SMAs; in which case,
the ATFs may also be obtained analytically [42, 43].

The microphone array signals may be linearly mapped
to the binaural channels y ∈ C

2×1 as

y(t, f ) = M( f )x(t, f ), (2)

where M ∈ C
2×Q is an appropriate binaural mixing matrix.

1.1 Plane Wave Decomposition–Based
Rendering

One option for computing the above binaural mixing ma-
trix is to conduct a PWD of the microphone array signals
and subsequently convolve these decomposed plane wave
signals with the respective head-related transfer functions
(HRTFs). This is often referred to as virtual-loudspeaker
decoding in Ambisonics literature [13, 15] or beamforming-
based reproduction when operating on the microphone ar-
ray signals directly [44–46]. The approach may be formu-
lated as

M(PWD)( f ) = H(�L , f )B(�L , f ), (3)

where B ∈ C
L×Q is a beamforming matrix for L ≥ Q di-

rections, �L = [γ1, ..., γL ] and H ∈ C
2×L are HRTFs cor-

responding to those same directions.
In this work, an energy-preserving beamforming matrix

was employed, which was originally formulated for Am-
bisonic decoding in [47], but has also been used in the space
domain more recently in [34]. It is obtained by first apply-
ing a singular value decomposition to a matrix of ATFs,
which correspond to these L directions, as

A(�L , f ) = U( f )� ( f )VH( f ), (4)

where U ∈ C
Q×Q and V ∈ C

L×L are matrices containing
the left and right singular vectors, respectively, and � ∈
R

Q×L is a matrix containing the singular values along the
main diagonal and zeros elsewhere.

The desired energy-preserving trait may then be obtained
through the construction of the following unitary matrix

B(�L , f ) = 1√
L

V( f )IQ×LUH( f ), (5)

where IM×N denotes constructing a M × N matrix contain-
ing ones on the main diagonal and zeros elsewhere.

1.2 Least-Squares–Based Approach
Alternatively, the intermediate plane wave representation

used in the above approach may be bypassed, with a direct
LS fitting of the microphone array directivities to the binau-
ral directivities. The solution to this problem may be found
as [37]

M(LS)( f ) = H(�V , f )WAH(�V , f )
(

D( f ) + λIQ×Q

)−1
,

(6)

where D = AWAH ∈ C
Q×Q is the diffuse coherence ma-

trix for the array, λ ≥ 0 is a regularization parameter, and
W ∈ R

V ×V is a diagonal matrix of integration weights to
account for cases in which the common ATF and HRTF
measurement grid is not uniform.

1.3 Magnitude Least-Squares–Based Approach
One popular perceptually motivated optimization to the

above LS solution is to attempt to fit only to the HRTF
magnitudes at higher frequencies, rather than fitting to both
the magnitudes and phases [19]. This may be realized as

M(MagLS)( f ) = Ĥ(�V , f )WAH(�V , f )
(
D( f ) + λIQ×Q

)−1
,

(7)

which resembles the LS solution given by Eq. (6), except for
an additional phase modification, which is applied above a
certain frequency threshold fc

Ĥ(�V , f ) =
{

H(�V , f ), f < fc

|H(�V , f )|ei �( f ), f ≥ fc,
(8)

where |.| denotes obtaining the (element-wise) absolute val-
ues of the enclosed matrix values and i = √−1 is the imag-
inary unit.

Ideally, one would like to find an optimal phase � ∈
R

2×V such that the squared errors between the magnitudes
of the HRTF patterns and the reconstructed HRTF patterns
are minimized. However, this magnitude least squares mini-
mization is a non-convex problem and no closed-form solu-
tion exists. As an alternative to gradient-based optimization
or approaches using semidefinite relaxation, in [13], a sim-
ple algorithm was proposed, which still yields an improved
magnitude fit between the HRTFs and reconstructed HRTFs
in the spherical harmonic domain. In this study, the same
algorithm was applied, except in the space domain; i.e.,
instead using the ATFs as the basis. Here, � is set to the
phase response of the reconstructed HRTFs for the previous
frequency index, which is obtained as [13]

�( f ) = ∠[M(MagLS)( f − 1)A(�V , f − 1)], (9)

where ∠[.] denotes obtaining the (element-wise) phase val-
ues of the enclosed matrix values. Note that the threshold,
fc, is typically set to around 1.5 kHz, which is inspired
by the duplex theory [48]. Only above this threshold, the
above solution aims to favor obtaining a better magnitude
fit between the ATF and HRTF directivities, thereby yield-
ing reduced interaural level difference (ILD) reconstruction
errors (and higher interaural phase difference errors) at fre-
quencies in which ILD cues are more important for source
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Fig. 1. An example of manipulating the plane wave directions
(or grid optimization directions) based on a translated and rotated
listener. The explicit mathematical notation describing two of the
transformed directions are also included.

localization. An alternative to the above could also be to set
� to be linear phase [49], which is also expected to yield a
better perceptual result compared to no modification.

2 SIX-DEGREES-OF-FREEDOM EXTENSIONS

The three signal-independent reproduction methods de-
scribed in the previous section are now adapted for 6DoF
rendering. This is realized by manipulating the plane wave
directions, �

(m)
L = [γ(m)

1 , ..., γ
(m)
L ], at each time frame, in

order to account for the current position and head orien-
tation of the listener. By projecting all of the plane waves
onto a suitable distance map, which describes the source
distances for all possible directions from the perspective of
the recording point, these modified directions may be found
as [30]

γ
(m)
l = R(o)

r (γl )γl − u
||r (γl )γl − u|| , for l = 1, ..., L , (10)

where ||.|| denotes taking the Euclidean norm of the enclosed
vector, u ∈ R

3×1 are Cartesian coordinates describing the
current position of the listener, r denotes the source dis-
tance for the given plane wave direction, and R ∈ R

3×3 is a
rotation matrix to account for the orientation o = [α, β, ω]
of the listener’s head, given the yaw (α), pitch (β), and roll
(ω) Euler angles. These trigonometric operations are de-
picted in Fig. 1. For the present study, the source distances
are assumed to be the same for all possible source direc-
tions; i.e., employing a spherical distance map. Note that
Eq. (10) also assumes that the listeners’ head is static during
the recording. Provided that the listeners’ head orientation
and position are tracked during the recording, anti-rotation
and anti-translation operations may also be included at this
stage; however, investigating the perceptual implications of
this was beyond the scope of the present study. The time

and frequency indices are also henceforth omitted for the
brevity of notation.

The PWD-based binaural rendering method may now be
rewritten for 6DoF playback as

M̃(PWD) = H(�(m)
L )GLB(�L ), (11)

where GL = diag[g1, ..., gL ] ∈ R
L×L is a diagonal matrix

of gains accounting for the broad-band inverse-distance law
and are calculated as

gl = min

(
gmax,

||r (γl)γl ||
||r (γl)γl − u||

)
, for l = 1, ..., L , (12)

where gmax is a hard threshold on the maximum gain am-
plification to allow. Note that, because of the employed
frequency-dependent nature of the rendering framework,
near-field/proximity effects [50, 51] and source directiv-
ity may also be incorporated into the method at this point.
However, only the inverse-distance law was adopted for the
present study.

In a similar manner, but rather using the (typically) denser
optimization grid of V directions, Eqs. (10) and (12) may
be used to obtain �

(m)
V = [γ(m)

1 , ..., γ
(m)
V ] and GV ∈ R

V ×V ,
respectively. This then facilitates the incorporation of 6DoF
capabilities into the LS-based approach,

M̃(LS) = H(�(m)
V )GV WAH(�V )

(
D + λIQ×Q

)−1
, (13)

and also for the perceptually motivated MagLS variant as

M̃(MagLS) = Ĥ(�(m)
V )GV WAH(�V )

(
D + λIQ×Q

)−1
, (14)

which uses the same modified HRTFs as described by Eq.
(8), except propagating M̃(MagLS)( f − 1) for frequencies
above fc in Eq. (9).

3 PARAMETRIC BINAURAL RENDERING
APPROACH

The signal-dependent rendering approach considered in
the present study relies on a parametric sound-field model.
In this instance, the array signals are modeled as a superpo-
sition of K � Q source signals s ∈ C

K×1 and (potentially
anisotropic) diffuse sounds d ∈ C

Q×1, which may be ex-
pressed as

x = As
(
�K

)
s + d, (15)

where As ∈ C
Q×K are the array steering vectors corre-

sponding to the source directions �K = [γ1, ..., γK ].
The array spatial covariance matrices (SCMs) may be

modeled as

Cx = E[xxH] = As

(
�K

)
CsA

H
s

(
�K

) + Cd, (16)

where E[.] denotes the expectation operator, which is typ-
ically achieved via temporal averaging in the range of tens
of milliseconds; Cs = E[ssH] ∈ C

K×K is the SCM of the
source signal(s); and Cd ∈ C

Q×Q is the SCM of the array,
given the capture of diffuse sounds.

In order to account for potential anisotropic energy distri-
butions of diffuse sounds in the captured scene, the diffuse
array signal vector is modeled as the superposition of many
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plane waves z ∈ C
V ×1, which are incident from V direc-

tions, as d = Az, in a similar manner as Eq. (1). The array
SCM, given the capture of only diffuse sounds, is therefore
expressed as

Cd = E[ddH] = ACzAH, (17)

where Cz = E[zzH] ∈ C
V ×V is the SCM for these plane

waves. Note that if the array captures an isotropic diffuse
field, then this SCM becomes C(isotropic)

d = PdD, in which
Pd = trace[Cz] is the total energy of diffuse components.

3.1 Rendering Source Components
It is henceforth assumed that appropriate spatial analysis

techniques have been applied to the input head-worn mi-
crophone array signals, in order to obtain estimates of the
source number K and their respective directions of arrival
(DoAs) �K over time and frequency. In the present study,
the same techniques as described in [34] were used; i.e.,
Second ORder sTatistic of Eigenvalues estimator (SORTE)
for the source number estimation and Multple-Signal Clas-
siciation (MUSIC) for the DoA estimation.

With this information at hand, source signal estimates
may be obtained with the following

s = Bs(�K )x, (18)

where Bs ∈ C
K×Q is a matrix of beamforming weights for

the estimated DoAs.
In this work, linearly constrained minimum-power beam-

formers were selected [52], with the beamforming weights
computed as [34]

Bs(�K ) = (
AH

s (�K )(Cx + ζIQ×Q)−1As(�K )
)−1

AH
s (�K )(Cx + ζIQ×Q)−1, (19)

where ζ ≥ 0 is a regularization parameter.
The binaural signals corresponding to these source com-

ponents may then be obtained as

ys = Hs
(
�

(m)
K

)
GK s, (20)

where Hs ∈ C
2×K is a matrix of HRTFs for the poten-

tially translated and/or rotated listener, given the directions
�

(m)
K = [γ(m)

1 , ..., γ
(m)
K ], which are obtained similarly as in

Eq. (10), and GK = diag[g1, ..., gK ] ∈ R
K×K is a diago-

nal matrix of source-dependent gains to account for the
inverse-distance law, as described by Eq. (12).

3.2 Rendering Ambient Components
The estimated source components are then spatially sub-

tracted from the input array recording, in order to obtain an
estimate of the ambient array signals, d, which should ide-
ally encapsulate only diffuse reverberation and weakly di-
rectional sounds. This has been conducted previously based
on Ambisonic signals in [27] and also more recently in the
space domain in [34]. It may be formulated as

d = [IQ×Q − As(�K )Bs(�K )]x. (21)

The ambient binaural signals, yd ∈ C
2×1 may then be

obtained by reproducing d using one of the three signal-
independent methods described in SEC. 1 or, for example,

using the diffuse rendering strategy detailed in [34]. In this
study, the MagLS approach was selected for this task,

yd = M̃(MagLS)d. (22)

3.3 Overall Rendering
The final output signals may then be obtained as

ypar = ys + yd. (23)

Note that if K = 0, then the proposed parametric ren-
dering would revert to the signal-independent MagLS ap-
proach, since s would become undefined and d = x during
such cases. The presented parametric rendering framework,
as configured for the current study, may therefore be viewed
as a spatial sharpening method, whereby sounds that are
analyzed as emanating from directional sound sources are
isolated by the beamformers and subsequently collapsed
into pin-point directions on the sphere. This type of ren-
dering has previously been shown to improve the perceived
spatial accuracy, when compared with signal-independent
alternatives, in a number of perceptual studies [27, 39, 34,
53].

However, two aspects of the rendering may give rise to
potentially audible artefacts in the present context, namely:
1) as the listener moves closer to a sound source, any time-
varying and frequency-varying angular errors incurred dur-
ing the DoA estimation will become exaggerated during
the selection of the appropriate HRTFs, and 2) by address-
ing the inverse-distance law, any potentially unstable or
misidentified sound source will now also become louder
as the listener approaches it. Therefore, an additional bal-
ancing parameter may be included δ ∈ [0, .., 1], which
allows for a trade-off to be made between rendering the
signals using a less spatially articulate (but inherently sta-
ble) signal-independent approach, and the spatially sharper
(but potentially less stable) parametric approach as

yoverall = δypar + (1 − δ)y. (24)

4 EVALUATION

The evaluation conducted in this study sought to assess
the relative perceived quality of the four 6DoF binaural ren-
dering methods under test; i.e., the three signal-independent
approaches described in SECS. 1 and 2 and the parametric
approach described in SEC. 3. The authors hypothesized
that the MagLS approach would perform better than the
other two signal-independent approaches. The rationale be-
ing that, by prioritizing the fitting to the binaural magni-
tudes at high frequencies (rather than to both magnitudes
and phases), the method should result in a perceptually
more accurate sound image and also incur reduced timbral
colorations. The authors also postulated that the parametric
approach would perform better than MagLS, since it should
lead to the sharpest rendering of directional sounds in the
scene.
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Fig. 2. Photos of the employed head-worn microphone array,
which was affixed to a KEMAR head-and-torso simulator.

4.1 Test Apparatus
The microphone array selected for this study com-

prised seven DPA 4061-OC-C-B00 omni-directional micro-
phones, which were distributed approximately uniformly
around the circumference of a pair of eyeglasses worn by
a KEMAR head-and-torso simulator. Such a configuration
has previously been used, for example, in [35], and is de-
picted in Fig. 2. A total of 2,699 free-field ATF measure-
ments were made using a grid approximately conforming
to a Lebedev grid of order 47, obtained after quantizing the
measurements to the nearest points in the Lebedev grid, and
subsequently eliminating any duplicates and points below
–69◦ elevation. Whereas, the HRTFs of the KEMAR were
measured for a total of 1,625 directions, approximately cor-
responding to a Lebedev grid of order 35, obtained using
the same elimination scheme as with the ATFs.

The KEMAR was then placed approximately in the mid-
dle of an apartment room, with the center of its head 1.80
m from the floor. The reverberation time (RT60) of the
room was [0.56,0.72,0.80,0.71,0.54,0.42] s in octave bands
from 125 Hz to 4 kHz, and the background noise level was
LA, eq, 30s = 34.4 dB SPL(A); i.e., a room that has received
minimal acoustic treatment. Two Genelec 8331A coaxial
loudspeakers at a height of 1.65 m were then placed 1.83
m away from the KEMAR. These two loudspeakers were
placed with 71.4◦ of angular separation on the horizontal

plane, as depicted in Fig. 3. The test participants were then
given Mysphere 3 headphones to wear for the full duration
of the test. Note that these headphones have been shown to
be among the most acoustically transparent, commercially
available headphones [54]. The position and orientation of
the headphones were tracked using an OptiTrack system
comprising five PRIME 41/17W sensors (240 Hz), which
were mounted to the ceiling.

4.2 Implementation of the Rendering
Approaches

All four 6DoF rendering approaches were implemented
into a real-time Virtual Studio Technology (VST) audio
plugin.1 The alias-free STFT [41] was employed as the
time-frequency transform, with a window size of 5.3̇ ms
(256 samples at 48 kHz), and a hopsize of 2.6̇ ms (128
samples at 48 kHz). The spatial analysis and rendering
matrices were recomputed for every window. A one-pole
filter, with a coefficient value of 0.3, was used to recursively
average the array SCMs. The PWD approach employed a
grid of L = 24 directions, corresponding to a minimum t-
design of degree 6. Whereas, the LS and MagLS approaches
employed a grid of V = 240 directions, corresponding to
a minimum t-design of degree 21, and used λ = 0.01.
At run-time, after applying the directional transformation
described by Eq. (10), the transformed L and V grids were
quantized to the nearest directions available in the employed
HRTF grid. Note that the loudspeaker distances from the
recording point were also informed to the plugin at this
stage by specifying a spherical distance map of radius r =
1.83 m. A maximum gain amplification of gmax = 8 was
also imposed (≈18 dB).

For the parametric approach, the spatial analysis was
conducted as described in [34], and the linearly constrained
minimum-power beamformers used ζ = 0.1. In order to
improve the perceived robustness of the reproduction, a
rendering balance of δ = 0.85 was empirically selected,
since this was deemed by the authors to represent a reason-
able trade-off between the spatial sharpening of directional
sounds and perceived image stability. Furthermore, to re-
duce the computational complexity of the rendering sys-
tem, while maintaining the low latency of the present STFT
configuration, all rendering methods transitioned into the
computationally efficient PWD approach for frequencies
above 10 kHz. This was deemed by the authors to not sig-
nificantly affect the rendered output, since spatial aliasing
likely occurs well below this limit, and thus, all methods
were spatially ambiguous above 10 kHz.

4.3 Test Design and Methodology
The developed real-time plugin was hosted by the

MaxMSP (Cycling ’74) software program. Three sets of
contrasting source material were selected to be played out
of the two loudspeakers (listed in the order of the left and

1 Note that open-source software implementations of the
four explored reproduction methods may be found here:
https://github.com/facebookresearch/6DoF-Auraliser.
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Fig. 3. (a) Illustration of the apartment room dimensions from the top-down (note that the five OptiTrack sensor positions are depicted
as small circle icons). (b) A photo of the setup, with a listener located within the permitted navigable area marked on the floor, wearing
the Mysphere 3 headphones and holding the tablet hosting the test interface.

then right loudspeaker): a female singer and an acoustic
guitar (music1), a broad-band percussive shaker and syn-
thesized strings (music2), and a female English speaker and
a male Danish speaker reciting nonsensical phrases simul-
taneously (speech). The three scenes were then recorded
by the head-worn microphone array in question and passed
onto the developed plugin, which was informed of the lis-
tener head orientation and position at run time.

During the perceptual study, direct comparisons between
the real scene and the four binaural rendering methods un-
der test were not made possible. Rather, the stimuli were
first played through the two loudspeakers located in the
room. The participants then waited for 15 s before being
able to experience and judge the quality of the four binau-
ral reproduction methods. Therefore, the test design aims
to more faithfully recreate the primary scenario in which
these methods would be applied in practice; whereby lis-
teners would experience previously recorded sound scenes
at a later date. By including this pause, the intention is for
the listeners to be less able to discern between smaller dif-
ferences between the rendering methods and the real-world
reference, such as slight coloration changes and localization
shifts, and instead focus more on the perceived reproduc-
tion accuracy and quality between the methods themselves.
Theories of cognition suggest there exists a short-term audi-
tory sensory memory, which rapidly decays once signals are
no longer available to be perceived by the listener [55, 56].
This auditory sensory memory is thought to decay within a
time span in the range of 10 s [57], hence, motivating the
selection of the 15 s pause.

The test participants were provided with a computer
tablet, which allowed them to play the stimuli through the
two loudspeakers. After 15 s had elapsed, they were then
able to select, listen, and then rate the four test conditions

based on their perceived spatial and timbral quality. Note
that the user interface included a slider for each of the four
conditions, as is commonly the case in multiple stimulus
comparison tests. The interface also displayed the verbal
anchors, “Bad,” “Poor,” “Fair,” “Good,” and “Excellent,”
in 20-point increments next to these four sliders. The listen-
ing experiment was then conducted twice. In the first round,
the listeners were restricted to the center of the setup (i.e., as
a 3DoF control case), and in the second round, the listeners
were able to move 1.37 m from the center (i.e., the 6DoF
case). The permitted navigable area was marked clearly on
the floor of the room, and it is also illustrated in Fig. 3.
The three sets of test stimuli were presented to the listeners
twice (i.e., one repetition) in randomized order. The lis-
teners were also naive as to the rendering methods under
test. Finally, in order to reduce audible sensor noise, all
output audio was high-passed filtered using a fourth-order
IIR filter (24 dB/octave) with a cutoff frequency of 200 Hz.

5 RESULTS AND DISCUSSION

The results based on 16 participants are presented in Fig.
4. The results for the 3DoF test case are shown in Fig. 4(a),
and the results for the 6DoF case are shown in Fig. 4(b).
Note that the medians are depicted with white dots, and the
95% confidence intervals are shown with black lines. The
32 individual data points for each combination of stimuli
and method are depicted as colored dots.

It can be observed that for both parts of the perceptual
study, and for all three sets of stimuli, the median scores
for the MagLS approach are higher than both the PWD and
regular LS approaches. Additionally, the median scores for
the parametric approach were all higher than the median
scores for the MagLS approach; however, these results were
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(a) (b)

Fig. 4. Medians and 95% confidence intervals for the 3DoF perceptual study (a) and for the 6DoF perceptual study (b).

notably closer for the 3DoF case. Since not all the data
conformed to a normal distribution, hypothesis testing was
conducted using the non-parametric Wilcoxon signed rank
test. The p values were corrected for multiple testing using
the Bonferroni-Holm procedure. For the 3DoF part of the
study, the differences between MagLS and LS, as well as
MagLS and PWD, were found to be highly significant for
all scenes (p < 0.001), whereas the differences between
the parametric approach and MagLS were not found to be
significant (p > 0.1).

For the 6DoF part of the study, the differences between
MagLS and PWD, and between MagLS and LS, remained
large and were found to be significant (p < 0.001). Notable
differences in the median scores between the parametric
and MagLS approaches were also found for this part of the
study. For the speech stimuli, the difference of 21 points in
the median rating was found to be significant (p < 0.001).
For the first set of musical stimuli (music1), the difference
of 14 points in the median rating was also found to be
significant (p = 0.002). Whereas, for the second set of
musical stimuli (music2), the difference in the medians was
9.5 points, but a 5% confidence level was not reached after
correction for multiple comparisons (p = 0.1).

The results therefore clearly demonstrate an advantage
when using the MagLS approach over the other two signal-
independent approaches. These results also somewhat align
with the results of previous perceptual studies, which were
instead conducted within the context of binaural Ambison-
ics decoding [17, 58]. Due to the better fitting of the array
directivities to the magnitudes of the HRTFs, the MagLS ap-
proach may be expected to inherently achieve reduced ILD
reconstruction errors and thus may sound spatially more ac-
curate. For the same reason, signal colorations may also be
minimized compared to the other two signal-independent
approaches under test. Therefore, the listener’s scores for
the MagLS approach may have also been influenced by a
preference for improved timbral accuracy.

The parametric approach was found to receive the
strongest advantage over the MagLS approach for the 6DoF

part of the perceptual study. Whereas, for the 3DoF part of
the study, the MagLS approach received similar scores to
the parametric approach. The present authors postulate that
this is likely due to both approaches being timbrally similar.
Whereas, although improvements in spatial resolution were
identifiable by the present authors also for the parametric
3DoF case, it is possible that such improvements only be-
came apparent to the test participants when they were per-
mitted to move closer to the sound sources. Nevertheless,
both experiments suggest that the parametric approach was
largely free of audible artefacts, when compared to signal-
independent approaches, since such artefacts would have
likely negatively impacted the ratings. In the 6DoF part of
the study, the parametric method yielded measurable per-
ceptual improvements over the signal-independent MagLS
approach. The smallest improvement was observed for the
second combination of musical stimuli. The present authors
theorize that this may have been connected to the inclusion
of the broad-band percussive shaker, since scenes compris-
ing a small number of temporally and frequency overlap-
ping sound sources generally pose the greatest challenge to
parametric methods.

Avenues for future work include estimating additional
parameters describing the composition of the sound scene,
possibly through the application of other modalities, such
as computer-vision solutions applied to the corresponding
video captured by the head-worn device, or through the use
of light detection and ranging systems. This additional in-
formation would remove the need for the user to inform the
system of the source distances from the recording point (as
required in the present study), since the estimated source
signals could be projected onto these estimated source po-
sitions. Room reflections could also be projected onto the
surrounding room geometry, leading to a further improved
perception of the space. Sound source positions could also
be ascertained by using a distributed arrangement of mul-
tiple head-worn microphone arrays, similarly to those ex-
plored recently in [59, 60], which instead used multiple
Ambisonic receivers.
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6 CONCLUSION

This article investigates the use of four different binaural
rendering approaches, which are all based on a single head-
worn microphone array recording as input and are able to
account for both the listener’s head orientation and position
relative to the recording point. This is commonly referred to
as 6DoF rendering via sound-field extrapolation. Three of
the explored approaches are signal-independent, delivering
binaural audio through either LS-based or MagLS-based
optimizations or through a PWD-based approach. Rota-
tions and translations are accounted for by applying simple
directional transformations to the employed rendering or
optimization grids. The fourth approach considered is in-
stead signal-dependent and utilizes a sound-field model and
parametric spatial analysis, in order to steer beamformers
and divide the input array signals into directional and am-
bient components. These components are then reproduced
separately using dedicated rendering strategies.

The four considered 6DoF binaural reproduction ap-
proaches were integrated into a real-time system. A formal
perceptual study was then conducted, whereby test partic-
ipants compared the relative perceived quality of the four
binaural rendering methods. The study was conducted in
two stages. For the first part of the perceptual study, the
participants remained at the center/recording point, with
only their head orientations taken into consideration by the
rendering methods (i.e., a 3DoF control case). Whereas,
for the second part, the participants were permitted to nav-
igate around the room, with their positions (relative to the
recording point) also tracked and relayed to the real-time
rendering system. The results of the perceptual study in-
dicated that the MagLS approach outperformed the other
two signal-independent binaural rendering approaches in
all test cases, and performed similarly to the parametric ap-
proach for the 3DoF part of the study. The signal-dependent
parametric method was then shown to perform better than
the MagLS approach, when the listeners were permitted to
navigate away from the recording point.
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[30] T. Pihlajamäki and V. Pulkki, “Projecting Simulated
or Recorded Spatial Sound Onto 3D-Surfaces,” in Proceed-
ings of the AES 45th International Conference: Applica-
tions of Time-Frequency Processing in Audio (2012 Mar.),
paper 4-5.

[31] T. Pihlajamaki and V. Pulkki, “Synthesis of Com-
plex Sound Scenes With Transformation of Recorded
Spatial Sound in Virtual Reality,” J. Audio Eng.
Soc., vol. 63, no. 7/8, pp. 542–551 (2015 Aug.).
https://doi.org/10.17743/jaes.2015.0059.

[32] M. Kentgens, A. Behler, and P. Jax, “Translation of
a Higher Order Ambisonics Sound Scene Based on Para-
metric Decomposition,” in Proceedings of the IEEE Inter-
national Conference on Acoustics, Speech and Signal Pro-
cessing (ICASSP), pp. 151–155 (Barcelona, Spain) (2020
May).

[33] L. McCormack, A. Politis, and V. Pulkki, “Paramet-
ric Spatial Audio Effects Based on the Multi-Directional
Decomposition of Ambisonic Sound Scenes,” in Proceed-
ings of the 24th International Conference on Digital Au-
dio Effects (DAFx20in21), pp. 214–221 (Vienna, Austria)
(2021 Sep.).

[34] L. McCormack, A. Politis, R. Gonzalez, T. Lokki,
and V. Pulkki, “Parametric Ambisonic Encoding of Ar-
bitrary Microphone Arrays,” IEEE/ACM Trans. Audio
Speech Lang. Process., vol. 30, pp. 2062–2075 (2022 Jun.).
https://doi.org/10.1109/TASLP.2022.3182857.

[35] J. Ahrens, H. Helmholz, D. L. Alon, and S. V.
A. Garı́, “Spherical Harmonic Decomposition of a Sound
Field Using Microphones on a Circumferential Contour
Around a Non-Spherical Baffle,” IEEE/ACM Trans. Audio
Speech Lang. Process., vol. 30, pp. 3110–3119 (2022 Sep.).
https://doi.org/10.1109/TASLP.2022.3209940.

[36] A. Bastine, L. Birnie, T. D. Abhayapala,
P. Samarasinghe, and V. Tourbabin, “Ambisonics
Capture Using Microphones on Head-Worn De-
vice of Arbitrary Geometry,” in Proceedings of the
30th European Signal Processing Conference (EU-
SIPCO), pp. 309–313 (Belgrade, Serbia) (2022 Aug.).
https://doi.org/10.23919/EUSIPCO55093.2022.9909803.

J. Audio Eng. Soc., Vol. 71, No. 10, 2023 October 647

https://doi.org/10.3813/AAA.918777
https://doi.org/10.1121/1.4983652
https://doi.org/10.1121/1.5040489
https://doi.org/10.1109/I3DA48870.2021.9610864
https://doi.org/10.1109/TASLP.2021.3061939
https://doi.org/10.1121/1.4795780
https://doi.org/10.1002/9781119252634.ch5
https://doi.org/10.17743/jaes.2015.0059
https://doi.org/10.1109/TASLP.2022.3209940
https://doi.org/10.23919/EUSIPCO55093.2022.9909803


MCCORMACK ET AL. PAPERS

[37] L. Madmoni, J. Donley, V. Tourbabin, and B.
Rafaely, “Beamforming-Based Binaural Reproduction by
Matching of Binaural Signals,” in Proceedings of the AES
International Conference on Audio for Virtual and Aug-
mented Reality (2020 Aug.), paper 3-1.
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