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ABSTRACT

This paper proposes a multi-directional parametric architecture for transmitting and reproducing microphone array
recordings using a reduced number of transport audio channels. The approach enables the maximum number of
directional source signals to be adjusted and either configured to be restrictive, in order to reduce the number of
transmission channels, or alternatively set higher, in order to improve the accuracy of the model. Ambient sounds,
which remain once the directional sounds are subtracted from the input, are represented by a dedicated monophonic
residual signal. After transmission, the source signals are spatialised over the playback system based upon the
accompanying spatial metadata; whereas the monophonic residual signal is reproduced using a spatially incoherent
source spreading algorithm. A binaural perceptual evaluation then followed. The results suggest that high spatial
audio quality may be attained when reproducing four-channel array recordings using two audio transmission
channels, and 25-channel and 32-channel recordings when transmitting four audio channels.

1 Introduction

The increasing appetite amongst consumers to experi-
ence immersive spatial audio content – driven, in large
part, by the more widespread availability of augmented
and virtual reality (AR/VR) devices – has subsequently
led to a strong demand for the development of percep-
tually accurate microphone array reproduction meth-
ods. Technologies supporting AR/VR systems often
involve binaural reproduction and therefore need to
take into consideration head-tracking data, which de-
scribes listener head-rotations and/or translations away
from the recording point [1, 2]; while also potentially
seeking to enable additional sound-field modification
freedoms [3, 4]. Data-streams enabling an accurate and

interactive reproduction on the playback side, however,
typically demand a large number of transport audio
channels. Since some applications may have strict data
streaming limitations imposed onto them, further ren-
dering strategies may need to be explored to provide
the same immersive audio experience while using re-
duced data resources. Therefore, the focus of this paper
relates to the development of a new rendering architec-
ture, which may permit the transmission and binaural
rendering of microphone array recordings using fewer
transport channels; while maintaining high accuracy
and the freedom to interactively control the rendering.

Regarding the transmission and subsequent reproduc-
tion of microphone array recordings, potential options
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for this task may be loosely placed into three subcate-
gories: 1) those employing statistical based approaches
[5], which have more traditionally been applied to
so-called channel-based material (i.e., audio material
which is already represented in the target playback
format); 2) those adopting a perceptually-motivated
parametric sound-field model [6, 7], which are usually
applied to so-called scene-based material (i.e., audio
that describes the scene as a whole); and 3) hybrid com-
binations of these two paradigms [8, 9, 10]. For the
first category of options, the multi-channel signal statis-
tics are typically obtained through some form of prin-
cipal component analysis (subspace decomposition),
which is followed by the identification and removal of
information regarded as redundant or irrelevant. The re-
quirements of such methods are usually strongly geared
towards maintaining perceived transparency between
the original and reconstructed playback audio. Model-
based reproduction approaches, on the other hand, typ-
ically operate by decomposing the input scene into
a subset of signals accompanied by spatial metadata,
which are then used to directly synthesise signals for
the target playback setup(s). Evaluations of such para-
metric methods are then usually based upon a com-
parison between the synthesised playback signals and
reference playback signals which are obtained, for ex-
ample, through direct binaural recordings/simulations
of the same sound scene [6, 11].

Given the present focus of this paper, it may be argued
that reconstructing the microphone array recordings on
the playback end, and then mapping them to the binau-
ral channels, would likely be sub-optimal when com-
pared to the direct binaural reproduction of the trans-
mitted audio. Therefore, a sound-field model-based
paradigm may be considered to be a stronger candidate
for addressing the presently considered requirements.
Perhaps the most well-known parametric method is
Directional Audio Coding (DirAC) [6], which oper-
ates based upon a first-order Ambisonics [12] rep-
resentation of the input microphone array recording.
Here, direction-of-arrival (DoA) and diffuseness pa-
rameters are estimated in a time-frequency transform
(TFT) domain. In the original DirAC formulation, the
omnidirectional signal from the Ambisonics represen-
tation, along with these associated spatial parameters,
are transmitted to the playback side. The omnidirec-
tional signal may then be spatialised over the target
reproduction system (loudspeakers in the original case)
based upon the DoA estimates, and also spread to all

channels in the playback setup and decorrelated. The
time-frequency-dependent balance between these two
audio streams is then dictated by the diffuseness pa-
rameters. The original DirAC formulation, therefore,
potentially represents the most extreme data resource
limited solution for transmitting microphone array sig-
nals; since a single channel of audio is transmitted. An
extension to the DirAC-based transmission model was
then explored recently in [13]. This approach involves
steering fixed beamformers in a number of directions,
and estimating the DoA and diffuseness parameters
within directionally-constrained regions (sectors) on
the sphere. This updated design was shown to improve
the perceived spatial accuracy on the receiving end by
transmitting four or more audio signals. However, the
design of these fixed beamformers for fewer than four
transmission channels is not a trivial exercise. An addi-
tional limitation is that DirAC-based solutions require
that the input microphone array recordings are encoded
into the Ambisonics domain, which can result in some
loss in spatial resolution/performance.

Therefore, in this paper, a new sound-field model-based
transmission architecture is proposed, which directly
analyses and decomposes the input microphone array
recording into a reduced number (≤ 4) of transport
audio channels. These signals are then synthesised di-
rectly to the binaural channels on the playback side,
based upon the accompanying spatial metadata. The
proposed architecture resembles a space domain re-
formulation of the Coding and Multi-Directional De-
composition of Ambisonic Sound Scenes (COMPASS)
[11] method, while additionally adopting a hard thresh-
old on the maximum number of beamformer signals
(which are steered adaptively, rather than statically as
in [13]) and an alternative ambient rendering pipeline
requiring only a single transport audio channel.

2 Sound-field model

It is assumed that the input sound-field x(t, f ) ∈ CQ×1

is captured using an array of Q microphones and a TFT
is applied [14], in order to represent the array signals
over both (down-sampled) time t and frequency f .

The input sound-field may then be modelled as

x(t, f ) = As( f )s(t, f )+d(t, f ), (1)

where d ∈ CQ×1 represents the microphone array sig-
nals containing only ambient sounds; s ∈ CK×1 are the
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signals of directional sound sources in the scene; and
As ∈ CQ×K are the array transfer functions (ATFs) for
the respective source directions, ΓΓΓ = [γγγ1, ...,γγγK ]; where
γγγk ∈ S2 is the direction for the kth source. It is hence-
forth assumed that ATFs A= [a(γγγ1), ...,a(γγγV )]∈CQ×V

are available for a dense grid of V directions, which
may be obtained through measurements or simulations.

The array spatial covariance matrix (SCM) is given as

Cx( f ) = E [x(t, f )xH(t, f )],

= As( f )Cs( f )AH
s ( f )+Cd( f ), (2)

where E [.] denotes the expectation operator, which is
typically achieved via temporal averaging over tens of
milliseconds; Cs = E [ssH] is the SCM for the source
signals; and Cd ∈ CQ×Q is the ambient array SCM.

In this study, it is assumed that these ambient array
SCMs represent the capture of diffuse sounds (i.e., un-
correlated sound waves arriving from different direc-
tions), which also follow an isotopic energy distribution
over the sphere, and thus they may be modelled as

Cd( f ) = Pd( f ) Darray( f ), (3)

where Darray = AWAH ∈ CQ×Q is the diffuse co-
herence matrix (DCM) of the array; with W =
diag[w1, ...,wV ] ∈ RV×V representing a diagonal ma-
trix of integration weights to account for cases where
the ATF measurement grid is not uniform; and Pd de-
notes the energy of the ambience in the scene. Note that
the time and frequency indices are henceforth omitted
for the brevity of notation.

2.1 Spherical harmonic domain

The above sound-field model is also directly applicable
in the spherical harmonic (SH) domain. In this case,
the ATFs may correspond instead to broad-band SH
weights [15] and the input signals are the array signals
after a suitable encoding operation has been applied [16,
1]. The number of input channels therefore becomes
Q = (N +1)2; where N is the SH order of expansion.
Furthermore, in this domain, it is noted that the array
DCM would become an identity matrix (Darray = I).

3 Encoder

The task of the proposed encoder is to detect the num-
ber of sources independently across time and frequency,

and to subsequently estimate their DoAs up to a user-
specified maximum number. This information is then
used to steer beamformers towards these sound sources
in the scene, in order to isolate their signals. A resid-
ual component, encapsulating diffuse and/or weaker
directional sounds, is represented by its own dedicated
(monophonic) signal.

3.1 Spatial analysis

The number of sources is estimated using the SORTE
algorithm [17], and the DoAs are estimated using mul-
tiple signal classification (MUSIC) [18]. The operation
of these spatial analysis algorithms is based upon the
eigenvalues and truncated eigenvectors of the array
SCM, and thus the array SCMs are first decomposed as

Cx = VΛΛΛVH =
K

∑
k=1

λkvkvH
k +

Q

∑
k=K+1

λkvkvH
k , (4)

where λ1 > λ2 > ... > λQ are the eigenvalues in de-
scending order, and vk are the respective eigenvectors.

The SORTE detection algorithm [17] first calculates
the differences between eigenvalues as

∇λi = λi−λi+1, for i = 1, ...,Q−1. (5)

The number of sources is then determined as

KSORTE = argmin
k

f (k) for k = 1, ...,Q−3, (6)

given

f (k) =


σ2

k+1
σ2

k
, σ2

k > 0

+∞, σ2
k = 0

, for k = 1, ...,Q−2, (7)

σ
2
k =

1
Q− k

Q−1

∑
i=k

(
∇λi−

1
Q− k

Q−1

∑
i=k

∇λi

)2

. (8)

Note that spatial whitening operations may optionally
be included at this stage, in order to transform the array
SCMs to be in a state which is more inline with the as-
sumptions made by the employed detection algorithm;
for more information, the reader is referred to [19].

For the DoA estimation, a MUSIC pseudo spectrum is
generated as

PMUSIC(γγγ) =
1

||VH
n a(γγγ, f0)||2

, for γγγ ∈ ΓΓΓ, (9)
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where Vn ∈ CQ×(Q−KSORTE) is the noise subspace,
which is constructed using the eigenvectors correspond-
ing to the lowest Q− KSORTE eigenvalues. Given
a user-defined maximum number of source chan-
nels, which needs to obey Kmax ≤ bQ/2c, the K =
min[KSORTE,Kmax] DoA estimates are obtained by as-
certaining which directions correspond to the highest K
peaks in the pseudo spectrum. Note that a higher maxi-
mum number of sources may lead to a better modelling
of the scene, whereas a lower maximum source number
reduces the number of transmission signals required.

3.2 Source beamformers

Once the number of sources and their respective DoAs
have been estimated, the source signals may be ob-
tained by applying an appropriate matrix of beamform-
ing weights Bs ∈ CK×Q as

s = Bsx. (10)

In this study, the following beamformers were selected

Bs = (AH
s As +β I)−1AH

s , (11)

where β ≥ 0 is a regularisation term. Note that when
K = 1 this design reverts to a matched-filter beam-
former, which also corresponds to a hyper-cardioid
beamformer when formed in the SH domain. Whereas,
when K > 1, each row of beamforming weights is
computed through the imposition of unity gain con-
straints towards their respective DoA, while placing
null-constraints towards the other DoAs. Therefore,
the regularisation term not only addresses cases where
AH

s As may become singular (e.g., at low frequencies),
but also controls the extent of this source separation.

3.3 Ambient beamformer

An estimate of the ambient array signals is then ob-
tained by spatially subtracting the source signal esti-
mates from the input array signals as [11]

d = (I−AsBs)x. (12)

A monophonic representation of these ambient sounds
is then obtained by applying a zeroth-order Ambisonics
encoder w0 ∈ C1×Q (i.e., omnidirectional beamformer)

d0 = w0(I−AsBs)x = w0d. (13)

This process is akin to a null-former which takes the
patterns of the source beamformers into account. In
this study, a standard least-squares Ambisonics encoder
was selected [16]

w0 = 1WAH[Darray +ζ I
]−1

, (14)

where 1 ∈ R1×V is a vector of ones (i.e., the zeroth
order SH weights without the 1/

√
4π term); and ζ ≥ 0

is a regularisation term.

This zeroth order Ambisonic encoder was also diffuse-
field equalised above the spatial aliasing frequency, fa,
in order to flatten its magnitude response (on average)
at high frequencies, with [20, 21]

w(eq)
0 ( f ) =

√
|w0( fa)Darray( fa)wH

0 ( fa)|
|w0( f )Darray( f )wH

0 ( f )|
w0( f ),

for f > fa. (15)

Note that if the ATFs are broad-band SHs, then the
Ambisonic encoder reverts to a vector comprising zeros
for all entries except the first element (i.e., reverting
to just taking the omnidirectional component of the
SH signals). The above equalisation would also be
intrinsically bypassed, since Darray does not vary across
frequency when using a broad-band SH basis.

4 Transmission - Coding

The proposed rendering architecture requires that Kmax
source signals, s, and the single-channel ambient signal,
d0, are transmitted to the decoder side; i.e. Kmax + 1
channels in total. In this study, it is suggested that four-
channel microphone array recordings (and first-order
Ambisonic recordings) should set Kmax = 1, which
would therefore result in a 50% channel reduction.
For higher sensor count arrays (and higher-order Am-
bisonic recordings) it is suggested that Kmax ≤ 3, thus
resulting in a maximum of four audio transport chan-
nels. Conventional lossy/lossless multi-channel codecs
could then, conceivably, be applied to the transport
signals to reduce signal data bandwidth requirements
further; although, investigating this was beyond the
scope of the present (architecture focused) study.

Besides the number of extracted sources, metadata com-
prising the time and frequency dependent DoAs must
also be transmitted. The latter can be quantised and
expressed as indices into the V directional grid, which
should be common to both the spatial analysis (i.e.,
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Fig. 1: Block diagram of the proposed rendering architecture.

MUSIC scanning) and to the dataset of spatialisation
gains (discussed in the following section). Opportuni-
ties for reducing/optimising bandwidth requirements
for this data stream are numerous. For instance, these
spatial parameters may be estimated once per block of
time frames, which could span large regions of time;
for example, 42.6̇ ms (2048 samples at a sampling rate
of 48 kHz), as adopted in the present study. Addi-
tionally, capping Kmax ≤ 3 and V ≤ 2048 would mean
that only a maximum of 2 bits and 11 bits, respectively,
would be required for coding the number of sources and
corresponding DoA indices. Huffman code books pre-
computed for typical scenarios could then be used to
optimise the bit-allocation. Furthermore, by taking into
account the limitations of human spatial perception,
and/or taking into consideration limitations in beam-
former spatial selectivity, closely located DoAs could
be merged into one average DoA. The spatial parame-
ter estimation may also be conducted over frequency
band groupings, such as perceptually-motivated equiv-
alent rectangular bandwidths (ERB) [11], rather than
over the full frequency resolution of the time-frequency
transform (which is often uniformly spaced).

5 Decoder

The decoder is responsible for reproducing the trans-
mitted audio signals over the target playback system.
Note that a block diagram of the proposed rendering
architecture is depicted in Fig. 1.

5.1 Source stream

The source signals may be simply spatialised over the
target playback setup with

ys = Hss, (16)

where Hs = [h(γ1), ...,h(γK)] ∈ C2×K is a matrix of
spatialisation gains for the target reproduction system.
In this study, the spatialisation gains are head-related
transfer functions (HRTFs), h(γk), which correspond
to each kth DoA. Note that, given the present con-
text, it is beneficial to pre-interpolate the HRTFs H =
[h(γ1), ...,h(γV )]∈C2×V to the same V -directional grid
used for the DoA estimation. This pre-interpolation
step allows for reduced run-time computational com-
plexity, and the transmission of DoA indices for a com-
mon grid (rather than general azimuth and elevation
angles) is likely to require lower data bandwidth.

It is noted that sound-field rotations (in order to ac-
commodate head-tracking), and other directional trans-
formations (such as listener translations, source track-
ing informed spatial editing, and side-chain morphing
[2, 4]), may also be applied to the DoAs at this point.
Furthermore, in principle, the above spatialisation gains
could be replaced with amplitude-panning gains cor-
responding to an arbitrary loudspeaker array. Alterna-
tively, SH vectors of arbitrary order may be used to
target the Ambisonics format, or ATFs may be used to
represent these direct sound components in the original
microphone array format. In this study, and for the
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perceptual evaluations, however, the focus was placed
on the binaural rendering task.

5.2 Ambient stream

The monophonic signal encapsulating ambient sounds,
d0, is reproduced with the intention to spread the signal
over the sphere in a spatially incoherent (i.e., diffuse)
and isotropic manner. For the presented architecture,
the signal spreading method described in [22] was se-
lected. The method minimises the amount of decorre-
lated signal energy introduced into the output; thus, re-
taining the desired spatially incoherent spreading trait,
while also preserving high signal quality.

A spatially coherent spreading of the ambient signal
was selected as the basis for the prototype signals

yproto = d0
1
V

V

∑
v=1

wv h(γv) = d0 hcoh. (17)

The prototype SCM, resulting from this spatially coher-
ent spreading, is therefore

Cproto = Pd hcohhH
coh = E [yprotoyH

proto], (18)

where Pd = E [|d0|2] is an estimate of the ambient signal
energy.

The task is to then mix the prototype signals, such that
the SCM of the resulting signals, yd ∈ C2×1, instead
adheres to the employed sound-field model; i.e.,

Ctarget = Pd Dbin = E [ydyH
d ], (19)

where Dbin = HWHH ∈C2×2 is the signal-independent
binaural DCM.

The problem is therefore outlined as

yd = Myproto +MresD [yproto], (20)

where D [.] denotes decorrelation operations on the en-
closed signals; and M ∈ C2×2 and Mres ∈ C2×2 are the
primary and residual spreading matrices, respectively.
The solution to this outlined problem may be found in
[23, 22]. Essentially, the approach first attempts to ma-
nipulate the prototype signals to make them conform
to the target SCM using a linear combination of the
prototype signals. After this first stage, decorrelated
versions of the prototype signals are mixed into the
output, but only to the degree necessary to fulfil the
remaining target inter-channel dependencies.

It is worth highlighting that, since the only signal-
dependent term is Pd, which is common to both the
prototype and target SCMs, the matrices M and Mres
may be pre-computed and stored per frequency based
on any nonzero value of Pd 6= 0. Therefore, the main
computational complexity on the decoder side arises
from the time-frequency (and inverse) transforms, the
matrix multiplications with the signal spreading ma-
trices, and the decorrelation operations applied to the
coherently spread prototype signals. Note that an alter-
native approach, requiring only one channel of decorre-
lation, was proposed recently in [24], which may also
be suitable for this signal spreading task.
The final output time-domain signals may then be ob-
tained by summing the two audio streams together
y = ys +yd, followed by the application of an appropri-
ate inverse time-frequency transform (iTFT).

6 Evaluation

A binaural multiple-stimulus listening test was con-
ducted to assess the perceived differences between: a
previous formulation of COMPASS [11, 25], which
uses all Q channels for synthesising the playback sig-
nals, and the new architecture proposed in this paper,
which uses Kmax+1 channels for synthesising the play-
back signals. The present authors also sought to assess
the perceived differences of the proposed architecture
when using different microphone arrays/receivers1.

6.1 Implementation of the proposed method

The chosen TFT was the alias-free STFT (short-time
Fourier transform) described in [14], which was con-
figured with a hop size of 2.6̇ ms (128 samples at a
48 kHz samplerate) and window size of 5.3̇ ms. The
array SCMs and spatial parameters were estimated for
every 42.6̇ ms (2048 samples at 48 kHz) block of time
frames per frequency band. An additional one-pole
filter, with a coefficient value of 0.5, was applied to
average the array SCMs further. The employed HRTFs
were of a KU100 dummy-head (the data for which may
be found via [26]). Cascaded lattice all-pass filters
were employed for the decorrelation operations, as sug-
gested in [5]. The beamformers used β = 0.1, whereas
the Ambisonic encoder used ζ = 0.3. A uniform di-
rectional grid corresponding to a t-design of degree
60 (V = 1860) was chosen for both the encoder and
decoder processing.

1The listening test audio files may be downloaded from here:
https://zenodo.org/record/7956701
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Table 1: The receivers and rendering configurations under test. Note that # refers to the number of audio channels
required to be transmitted to enable a flexible and (optionally) interactive reproduction.

Name Receiver Rendering method Q #

hidden_ref Binaural microphone Direct binauralisation of the simulated sound scene 2 n/a
compass_o4 Fourth order Ambisonics COMPASS with covariance matched ambience [25] 25 25
proposed_o4 Fourth order Ambisonics Proposed rendering architecture using Kmax = 3 25 4
proposed_em32 32-sensor rigid SMA Proposed rendering architecture using Kmax = 3 32 4
proposed_o1 First order Ambisonics Proposed rendering architecture using Kmax = 1 4 2
proposed_tetra 4-sensor open SMA Proposed rendering architecture using Kmax = 1 4 2
magls_o1 First order Ambisonics Magnitude-least squares decoding 4 4

6.2 Test conditions

Two different rooms were simulated using the
image-source method. The first was a small room,
with dimensions [6× 5× 3.1]m, which had RT60
times of [0.33,0.39,0.26,0.20,0.07,0.04] s in octave
bands from 125 Hz to 4 kHz. The second was a
medium sized room ([10× 6× 3.15] m), which had
RT60 times of [0.52,0.59,0.39,0.20,0.16,0.13] s.
The listener/receiver position was set to
[−0.42,−0.44,0.18]m translated from the cen-
tre of the room, and three source positions were placed
1 m away, directly to the left, in-front, and right of the
listener. Three different sets of stimuli were selected.
These were (left to right): 1) a band comprising a
broad-band shaker, bass guitar, and synthesised strings;
2) a mix comprising a water fountain, female speech,
and an acoustic piano; and 3) a speech case involving
an English male, English female, and Danish male
speaking simultaneously. All of the combinations of
rooms and sets of stimuli were used for the perceptual
study, resulting in 6 test scenes in total.

Five different receivers were then placed at the lis-
tener/receiver position in the simulated rooms; these
were: 1) a binaural receiver using the same HRTF
dataset as used by the rendering methods under test (ref-
erence and hidden_ref ); 2) an ideal SH (Ambisonic) re-
ceiver of fourth-order (o4); 3) an ideal SH (Ambisonic)
receiver of first-order (o1); 4) a spherical microphone
array (SMA) comprising 32-sensors mounted onto a
rigid baffle of 42 mm radius, corresponding to an Eigen-
mike32 (em32); and 5) a SMA comprising four car-
dioid sensors in an open tetrahedral arrangement with
a 20 mm radius (tetra).

These array recordings were then processed using the
proposed rendering architecture, setting Kmax = 1 for

the first-order and tetrahedral receivers, and Kmax = 3
for the other higher channel count receivers. As an ad-
ditional control, the COMPASS formulation (compass)
described in [25], which uses covariance matching for
reproducing ambience, and requires all Q channels
for the rendering, was used to render the fourth-order
Ambisonic recordings. The magnitude least-squares
(magls) method [27], which was applied to the first-
order Ambisonic recordings, was included as a base-
line. These rendering methods/configurations under
test, along with their required number of transport au-
dio channels, are summarised in Table 1.

6.3 Test procedure

The perceptual study was conducted in purpose-built
acoustically dry booths. The test participants wore
Sennheiser HD650 headphones, and were presented
with an interface featuring a slider for each respec-
tive test case, which also depicted the verbal anchors:
“Bad", “Poor", “Fair", “Good", and “Excellent" in steps
of 20 points from 0 to 100. The subjects were able to
switch between the test cases, and were instructed to
rate them based on their similarity to the reference con-
dition. It was noted that the subjects should pay atten-
tion to the overall sound quality, and to attributes such
as sound source localisation, externalisation, timbral
colouration, and reverberation characteristics. They
were also asked to give due consideration to the verbal
anchors provided. The participants took, on average,
approximately 20 minutes to complete the tests.

7 Results and discussion

The results of the perceptual study, based on a total
of 12 participants, are presented in Fig 2. Note that
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Fig. 2: Listening test results plotted separately for each test scene.

the medians are represented with white circles, the
interquartile range is shown as a black vertical line, the
95% confidence intervals are depicted as white triangle
markers, and the individual data points are shown as
coloured dots2.
When using the fourth-order Ambisonic receiver, it can
be observed that the COMPASS method (using all chan-
nels) and the proposed rendering architecture (using
limited transport channels) were rated similarly. Their
median values were also in the upper range of the per-
ceptual scale, which was denoted with the "Excellent"
verbal anchor, for all six test scenes. This suggests that
limiting the proposed rendering, by using only four
channels to synthesise the binaural output signals, did
not notably affect the perceived quality.
The remaining test cases were based on receivers which
comprised fewer channels (i.e., the tetrahedral and first-
order ambisonic receivers) and/or receivers featuring

2https://github.com/bastibe/Violinplot-Matlab

physical limitations associated with a practical array
configuration (i.e., the tetrahedral and Eigenmike32
receivers). These three test cases were all rated lower
than the fourth-order ambisonics receiver cases. How-
ever, they were all rated as being similar to each other,
suggesting that the reduction in transmission channels
may not be the factor influencing the performance rat-
ing. It is possible that the perceived reduction in qual-
ity was more related to lower robustness in estimating
the model parameters, and to problems resulting from
physical limitations, such as spatial aliasing at higher
frequencies. However, it is highlighted that the median
scores were still placed within the range denoted by
either the “Good" or “Excellent" verbal anchors in the
majority of cases. All test cases using the proposed
rendering architecture were rated higher than the first-
order MagLS condition, which requires either the same
or a higher number of channels to construct the binaural
playback signals.
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8 Summary

This paper presents a parametric rendering architec-
ture, which may have application in the low bit-rate
transmission and reproduction of microphone array
recordings. The proposed architecture is divided into
dedicated encoder and decoder stages. The encoder es-
timates the direction from which prominent directional
sounds emanate, and then isolates their signals using
beamformers (up to a user defined maximum number).
These directional signals, along with their respective es-
timated direction-of-arrival (DoAs) estimates, may then
be transmitted to the decoder side. Ambient sounds are
then described and transmitted via a dedicated single
signal. This monophonic signal is an omnidirectional
representation of the input array recording after the
directional sounds have been subtracted. The decoder
is then tasked with spatialising the directional signals
over the target playback setup based on the DoA esti-
mates, while spreading the ambient signal in a spatially
incoherent and isotropic manner.
A binaural multiple stimulus listening test evaluated
the perceived quality of the proposed rendering archi-
tecture. Several configurations of the proposed ar-
chitecture were investigated, varying the number of
transmission channels and using three different types
of receivers; namely: a four-channel spherical array
transmitted using two transport channels, a 32-channel
rigid spherical array transmitted using four transport
channels, and ideal first- and fourth-order Ambisonic
receivers transmitted using two and four transport chan-
nels, respectively. The results of the perceptual study
indicate that the proposed architecture, when using the
fourth-order receiver (with four transmission channels),
produces renderings which are similar to both direct
binaural reference conditions, and to renders which
are based on a comparable parametric method using
25 channels for the reproduction. Reduced percep-
tual quality was identified for the receivers compris-
ing fewer channels, and for those which suffer from
physical limitations (leading to e.g., spatial aliasing).
However, all test cases using the proposed rendering
architecture were still rated notably higher than a state-
of-the-art signal-independent method, which uses the
same or a higher number of channels for synthesising
the binaural signals.
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