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ABSTRACT

A parametric signal-dependent method is proposed for the task of encoding a studio omnidirectional microphone
signal into the Ambisonics format. This is realised by affixing three additional sensors to the surface of the
cylindrical microphone casing; representing a practical solution for imparting spatial audio recording capabilities
onto an otherwise non-spatial audio compliant microphone. The one-plus-three configuration and parametric
encoding method were evaluated through formal listening tests using simulated sound scenes and array recordings,
given a binaural decoding workflow. The results indicate that, when compared to employing first-order signals
obtained linearly using an open tetrahedral array, or third-order signals derived from a 19-sensor spherical array, the
proposed system is able to produce perceptually closer renderings to those obtained using ideal third-order signals.

1 Introduction

In recent years, the Ambisonics format [1, 2] has gained
renewed interest and is being increasingly adopted in
the fields of immersive audio recording and reproduc-
tion. This is largely due to the rising popularity of
emerging augmented and virtual reality (AR/VR) de-
vices, where the format is well positioned due to: its
ability to decouple the recording setup from the play-
back setup, and for its trivial sound-field rotation ca-
pabilities. Ambisonic processing pipelines are divided
into three main stages: 1) the encoding stage, where
microphone array signals capturing real sound scenes,
and/or monophonic material accompanied by meta-
data (describing synthetic sound scenes), are converted
into Ambisonic/spherical harmonic (SH) signals; 2) an

optional modification stage, where linear [3] or para-
metric [4] spatial transformations may be applied to
the Ambisonic sound scene, such as sound-field ro-
tations, warping, translations, or directional loudness
modifications; and finally 3) a decoding stage, where
the Ambisonic sound scene is reproduced over the tar-
get playback setup (i.e. over headphones or over a
multi-channel loudspeaker setup).

The focus of this paper concerns Ambisonic encod-
ing using real microphone array recordings as input.
Typically, spherical microphone arrays (SMAs) are em-
ployed for this task, due to their consistent spatial reso-
lution for all directions on the sphere and their linear
encoding convenience [5]. The most popular SMA con-
figuration is an open tetrahedral arrangement of direc-
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tional (typically cardioid) sensors, which is suitable for
capturing up to first-order SH signals. However, sub-
sequent decoding of lower-order recordings has been
shown to lead to localisation ambiguity, and strong
colourations due to high coherence between the loud-
speaker channels [6, 7]. Therefore, arrays capable of
higher-order Ambisonics capture, which can alleviate
such problems, may be more preferable. However, due
to the high costs associated with producing multiple
phase-matched cardioid capsules, larger/higher-order
SMAs typically employ cheaper omnidirectional sen-
sors mounted onto a rigid spherical baffle. This baffle
serves to force cardioid-like directivities and to also
neatly enclose the electrical components and wiring
into one compact package. There are a few commer-
cially available rigid SMAs targeting up to fourth-order
SH recording. However, the band-width of usable SH
components can be narrow at higher-orders, due to
spatial aliasing at high frequencies, and the need to
regularise filter inversions to mitigate amplifying sen-
sor noise at low frequencies. Such arrays also employ
dozens of sensors and thus their associated costs can
still be high.

With the Ambisonics format continuing to gain trac-
tion in AR/VR applications, there may arise a need
for cheaper and more accessible Ambisonics recording
solutions to be introduced to this growing audience.
Therefore, in this paper, a signal-dependent ambisonic
encoding approach is presented, which is intended to
operate based upon: an existing studio omnidirectional
microphone, which has additional microphones affixed
to the microphone casing. A sound-field model com-
prising a single source mixed with diffuse sounds is
then employed, as used, for example, by the Directional
Audio Coding (DirAC) method [8]. However, contrary
to DirAC, which is a well-known parametric ambisonic
decoding method, the focus of the present study is in
regard to ambisonic encoding of sound scenes that are
recorded using cost effective hardware. Therefore, the
spatial parameters are estimated, and the necessary spa-
tial filtering techniques are formulated, directly in the
space-domain; in a similar manner to [9, 10]. With the
assumption that the additional sensors may be of lower-
quality, sounds that are analysed as having clear direc-
tionality (i.e. corresponding to distinct sound sources)
are encoded into the Ambisonics format using only the
studio omnidirectional microphone signal. The remain-
ing sound components are then assumed to correspond
to diffuse sounds. It is recognised that decorrelating

the omnidirectional microphone signal multiple times
to reproduce such components may, in any case, in-
cur signal quality degradation; therefore, all sensors
in the array are used for encoding the diffuse com-
ponents. Constraints to further minimise the amount
of decorrelation required to conform to the assumed
sound-field model are also applied [11]. The proposed
microphone array configuration and parametric encod-
ing method is then evaluated based on simulated array
steering vectors and image-source based room simu-
lations. The proposed system targeting third-order is
compared alongside traditional linear ambisonic encod-
ings of an open tetrahedral SMA with cardioid sensors
(first-order) and a 19-channel rigid SMA (third-order),
which are all decoded for playback over headphones1

and rated with respect to binaural decodings of per-
fect/synthetic Ambisonic recordings (third-order).

2 Signal model

It is first assumed that the input Q-channel microphone
array signals x(t, f ) = [x1(t, f ), ...,xQ(t, f )] ∈ CQ×1

have been transformed into the time-frequency domain,
where t and f denote the down-sampled time index and
frequency, respectively. It is also assumed that the first
channel x1 will represent a signal corresponding to an
omnidirectional sensor, whereas the remaining Q−1
sensor signals may exhibit arbitrary directivities and
the sensors themselves may, in practice, be constructed
using lower quality components.

The employed signal model assumes that the captured
microphone array signals may comprise either a single
source, s(t, f ), an ambient component encapsulating
diffuse noise and reverberation, d(t, f ) ∈ CQ×1, or a
combination of the two:

x(t, f ) = a(γγγ, f )s(t, f )+d(t, f )+n(t, f ), (1)

where a(γγγ, f )∈CQ×1 is the array steering vector for di-
rection γγγ , and n(t, f ) ∈ CQ×1 is the array sensor noise,
which is assumed to be uncorrelated across sensors. It
is henceforth assumed that the array steering vectors
A = [a(γγγ1, f ), ...,a(γγγV , f )] ∈ CQ×V are available for a
dense spherical grid of V directions, ΓΓΓV = [γγγ1, ...,γγγV ],
uniformly distributed over the sphere. These array
steering vectors may be obtained through free-field
measurements or simulations of the microphone array
in question.

1Binaural audio examples, using the proposed one-plus-three
array configuration and encoding method, may be found here:
https://doi.org/10.5281/zenodo.6501944
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3 Parametric spatial analysis

The first stage of the proposed encoding method in-
volves the estimation of the direction-of-arrival (DoA)
of a dominant source, γγγDoA, and a diffuseness param-
eter ψ ∈ [0,1], over time and frequency. This spatial
parameter estimation is conducted based on the sub-
space principles applied to the array spatial covariance
matrix (SCM), which is first obtained as

Cx( f ) = E [x(t, f )xH(t, f )], (2)

where E [.] denotes the expectation operator.

3.1 Frequency-averaging of the array SCMs

Parametric spatial audio algorithms are often imple-
mented using a short-time Fourier transform (STFT) or
a filter-bank, such as the Quadrature-Mirror filter-bank
(QMF), which provide a uniform frequency resolution.
However, given the target applications, it may be more
desirable to perform the parametric analysis with a per-
ceptually motivated frequency resolution; such as the
equivalent-rectangular bandwidth (ERB) scale [12]. In
this case, the SCMs for frequency bands corresponding
to each ERB grouping may be averaged as

C(ERB)
x ( f0) = ∑

f∈fERB

T( f , f0)Cx( f )TH( f , f0), (3)

where f0 is the nearest uniformly spaced frequency
index for each ERB frequency, fERB are all of the fre-
quency indices corresponding to the ERB band group-
ing, and [13, 14]

T( f , f0) = [A( f0)YT][A( f )YT]†, (4)

is a matrix that transforms the array basis functions for
frequency f to be aligned with those for frequency f0,
thus allowing the summation of array SCMs over the
frequency grouping. Note that Y ∈ R(N+1)2×V denotes
SH weights of order N corresponding to the directions
of the same dense grid used to measure or simulate
the array steering vectors, and † denotes the Moore-
Penrose pseudoinverse.

3.2 Spatial whitening of the array SCMs

Given only sensor noise as input, the frequency aver-
aged array SCMs described by Equation (3) should
exhibit an identity-like structure. It is based upon this
principle that many traditional subspace-based spatial

parameter estimation approaches operate, since they
typically assume that sources are to be detected and
localised in the presence of sensor noise. However, if
one is to assume for the present applications that the
energy of the diffuse array signals may be higher than
the array sensor noise (i.e. Tr

[
E [d(t, f )dH(t, f )]

]
>>

Tr
[
E [n(t, f )nH(t, f )]

]
), it may be more beneficial to

have this identity-like structure in those cases where
the array is presented with a diffuse-field. Therefore,
in this work, the SCMs are also spatially whitened as

Ĉ(ERB)
x ( f0) = W( f0)C

(ERB)
x ( f0)WH( f0). (5)

where W ∈ CQ×Q is the matrix performing the spatial
whitening operation, which is computed as [9]

W( f0) = ΣΣΣ
−1/2( f0)VH( f0), (6)

using the eigenvalue decomposition (EVD) of

∑
f∈fERB

T( f , f0)A( f )AH( f )TH( f , f0) =

V( f0)ΣΣΣ( f0)VH( f0). (7)

The frequency-averaged and spatially whitened array
SCMs are then decomposed as

Ĉ(ERB)
x ( f0) =

Q

∑
q=1

σq( f0)vq( f0)vH
q ( f0), (8)

where σ1 > ... > σQ are the eigenvalues sorted in de-
scending order and v1, ...,vQ ∈ CQ×1 are their respec-
tive eigenvectors.

3.3 Diffuseness estimation

For estimating the diffuseness parameter, ψ ∈ [0,1], the
COMEDIE algorithm was employed [15], which oper-
ates based on the array SCM eigenvalues. It is noted,
however, that the algorithm is (by default) intended for
SH domain input, where YYT = I; due to the orthog-
onality of the SH weights used as steering vectors in
this domain. Therefore, without the application of the
spatial whitening operation described in the previous
subsection, this estimator would not be suitable for the
present case; since AAH is not guaranteed to be diag-
onal (especially at low-frequencies). However, given
the application of the whitening operation, the assump-
tions made by this diffuseness estimation algorithm
are also applicable directly in the sensor-domain; since
WAAHWH = I.
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The COMEDIE algorithm is based on determining the
diffuseness value through observing the variance of the
eigenvalues as

ψ( f0) = 1− β ( f0)

β0
(9)

with the normalisation β0 = 2(Q − 1), the devia-
tion β = 1

〈σ〉 ∑
Q
q=1 |σq − 〈σ〉|, and the mean 〈σ〉 =

1
Q ∑

Q
q=1 σq.

3.4 Direction-of-arrival estimation

For estimating the DoA of the most dominant sound
source, the multiple signal classification (MUSIC) [16]
approach is applied per ERB band as

pMUSIC = diag[AHWH VnVH
n WA], (10)

where Vn = [v2, ...,vQ] ∈ CQ×Q−1 is the noise sub-
space, which is made up of the eigenvectors corre-
sponding to the smallest Q−1 eigenvalues; and diag[.]
denotes the construction of a vector based on the diag-
onal entries of the enclosed matrix. The DoA, γγγDoA,
is then determined as the direction where the pseudo
spectrum pMUSIC ∈ CV×1 is minimised.

4 Proposed parametric encoding

The proposed parametric encoding approach operates
based upon two dedicated rendering streams, using
the estimated spatial parameters described in Section 3.
The first stream is specifically intended to encode sound
components that have clear directionality, utilising only
the signal corresponding to the omnidirectional sensor;
whereas, the second stream aims to render the remain-
ing ambient sound components in a diffuse manner
using the signals of all sensors in the array. Note that
the time and frequency indices are henceforth omitted
for brevity of notation.

4.1 Source stream

The signal corresponding to the omnidirectional sensor,
which is assumed to have high signal quality, is then en-
coded into the Ambisonics format at an arbitrary target
order and modulated using the diffuseness parameter
(i.e. a single-channel Wiener filter) as

apar,s = (1−ψ) y(γγγDoA) x1, (11)

where y(γγγDoA)∈R(N+1)2×1 are the spherical harmonic
weights for the estimated DoA.

4.2 Ambient stream

For the ambient stream, all Q channels are employed,
including the Q−1 sensors that may have lower signal
quality than the omnidirectional sensor. However, since
it is assumed that the ambient stream will represent the
noisy and diffuse sound components of the scene, it
is postulated that this may be less problematic in prac-
tice. Furthermore, if one wished to appropriately ren-
der diffuse-field conditions using only the high-quality
omnidirectional sensor, the decorrelation operations
required to attain a suitable rendering may, in any case,
result in signal quality degradation.

The ambient stream is based on first performing a uni-
form L-direction plane-wave decomposition of the ar-
ray signals, which is subjected to an energy-preserving
constraint; in a similar manner to the method described
in [17] and as conducted in [10] . A singular value de-
composition of the L array steering vectors, Ad ∈CQ×L,
is first conducted as

AH
d = UdSdVH

d . (12)

The singular values (stored in the diagonal entries of
matrix Sd ∈ CL×Q) are then replaced by an identically
sized matrix that has the value of 1 along the main
diagonal and 0 elsewhere, Ŝd, in order to obtain the
following unitary matrix

Gd =
1√
L

UdŜdVH
d . (13)

The plane-wave decomposed ambient signals, z =
Gdx ∈ CL×1, are then encoded into the Ambisonics
format and modulated by the estimated diffuseness pa-
rameter as

apar,d = ψEdYdGdx = ψEdYdz, (14)

where Yd ∈ R(N+1)2×L are SH encoding weights for
the same plane-wave decomposition directions, and
Ed = tr[AAH]−1/2 is a diffuse-field equalisation term,
which expresses the inverse of the array diffuse field
response (averaged over all directions). The term is
used to mitigate colourations incurred by the physi-
cal microphone array configuration when capturing a
diffuse-field.
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4.3 Optimised decorrelation

To enforce diffuse properties, the intermediate plane-
wave decomposed signals may be optionally decorre-
lated as

ẑ = D [Gdx] = D [z], (15)

where D [.] denotes a decorrelation operation on the
enclosed signals.

However, since decorrelation operations may incur sig-
nal degradation, it may be beneficial to impose con-
straints that limit the amount of decorrelation applied
to only what it required to obtain a diffuse rendering.
Such a constraint may be realised through the optimised
SCM matching framework presented in [11]

ẑ(opt) = Mz+Mrẑ, (16)

where M ∈ CL×L and Mr ∈ CL×L are mixing matrices,
which are obtained by solving [11]

argmin
M,Mr

E[||ẑ(opt)− z||2], subject to

MCzMH +Mr(Diag[Cz])MH
r = Diag[Cz], (17)

where Cz = E[zzH] ∈ CL×L and Diag[.] denotes con-
structing a diagonal matrix based on the diagonal en-
tries of the enclosed matrix.

The framework operates by first attempting, as much as
possible, to attain the target inter-channel relationships
for a diffuse-field, (Diag[Cz]), without applying any
decorrelation; i.e. through only a linear mapping of
the non-decorrelated z signals using M. The decorre-
lated ẑ plane-wave decomposed signals are then intro-
duced only to the degree necessary, in order to fulfil
the remaining inter-channel dependency targets using
Mr. The resultant optimised decorrelated signals ẑ(opt),
therefore conform to the target diffuse conditions, while
using only the minimum amount of decorrelation re-
quired to attain them. Note that the derivation, and a
MATLAB implementation of a solution to this problem,
may be found in [11].

4.4 Final rendering

The final parametrically encoded Ambisonic sound
scene is then obtained as the superposition of both
previously described streams

apar = apar,s +a(opt)
par,d,

= (1−ψ) y(γγγDoA) x1 +ψEdYdẑ(opt). (18)

Fig. 1: One-plus-three microphone array design simu-
lation. The high-quality (HQ) sensor is on the
top base of the cylinder (highlighted in blue)
and the (potentially) lower-quality (LQ) sensors
are mounted onto the cylindrical casing.

5 Evaluation

The proposed one-plus-three microphone array configu-
ration and parametric encoding method were evaluated
based on formal listening tests using simulated steering
vectors of the one-plus-three microphone array.

5.1 The one-plus-three microphone array

The geometry for the one-plus-three array, as depicted
in Figure 1, comprised a cylinder 17 cm in height
and 2.1 cm in diameter. One sensor was placed on
the top surface and three additional sensors were dis-
tributed equally around the curved surface of the cylin-
der, 2.5 cm below the top surface. The top circular
sensor covers the circular top surface with a diameter
of 1.25 cm, which is approximately 1/2 an inch. It is
assumed that the three (potentially) lower-quality sen-
sors would be smaller, and were therefore simulated as
smaller areas on the baffle of the array. The geometry
of this array was selected as it emulates the design of
1/2 inch single-capsule microphones commonly used in
studio recordings. The response of the array was simu-
lated using the Pressure Acoustics, Boundary-Element
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Method (BEM) module of COMSOL Multiphysics [18]
for 625 directions, following a 25th order regularly dis-
tributed Fliege-Maier design [19]. For each direction,
the response of the array was simulated for 128 frequen-
cies between 93.5 Hz and 12 kHz. The responses of the
array were then collected and processed in MATLAB,
where they were re-sampled from 24 kHz to 48 kHz
using the resample function.

5.2 Implementation of the proposed method

The implementation of the encoding algorithm was re-
alised using the alias-free STFT design described in
[20] configured with a hop-size of 128 (48 kHz sample
rate) with 90% overlapping windows. The array SCMs
were computed and averaged over time in blocks of
4096 samples (i.e. 32 down-sampled time indices, ap-
prox. 85 ms), and also over frequency using the ERB
scale [12]. The spatial parameters were estimated for
every 2048 samples block and for each ERB band as
described in Section 3. The subsequent parametric en-
coding was conducted as described in Section 4, using
a L = 12 uniform spherical grid for the plane-wave
decomposition and performing the decorrelation us-
ing cascaded lattice all-pass filters and fixed sub-band
delays as described in [21].

5.3 Listening test design

An image-source based room simulator2 was config-
ured for two different acoustics. The first was an ane-
choic (dry) environment with a broad-band reverbera-
tion time (RT60) of 0 s, while the second was a [10×
6× 3.5]m sized, moderately reverberant room (rev)
with RT60 times of [0.52,0.59,0.39,0.20,0.16,0.13] s
in octave bands from 125 Hz to 4 kHz. The receiver
position was placed [−0.55,−0.57,0.23]m from the
centre of the room, with one source placed directly 1 m
in-front of the receiver position and a second source
placed 1 m to the left of the receiver position; i.e. two
sources separated by 90◦ on the horizontal plane. Three
sets of contrasting audio signals were employed as the
two sound source signals: 1) a shaker accompanied
by strings (music), 2) a male and a female speaker
(speech), and 3) a waterfall and a piano (mix). Since
the one-plus-three array was simulated up to 12 kHz,
all stimuli were low-pass filtered at 12 kHz. These
listening test scenes are summarised in Table 1.

2The image-source based room simulator may be found here:
https://github.com/polarch/shoebox-roomsim

Table 1: Listening test scenes.

Name Acoustics Stimuli

dry_music Anechoic shaker & strings
dry_speech Anechoic male & female speaker

dry_mix Anechoic waterfall & piano
rev_music Reverberant shaker & strings
rev_speech Reverberant male & female speaker

rev_mix Reverberant waterfall & piano

With the simulator now configured, array steering vec-
tors for the one-plus-three microphone array were then
used to simulate recordings of the sound scenes from
the perspective of the receiver position. This was con-
ducted by quantising and convolving the incoming
image-sources with the nearest array steering vector in
the V = 625 grid. Similarly, reference recordings for an
ideal SH receiver were obtained by directly encoding
them using third-order SH weights (ideal_ref_o3). For
additional insights, an open tetrahedral array of radius
2 cm with cardioid sensors, and a rigid-baffle 19-sensor
SMA of radius 4.9 cm with sensors placed on the ver-
tices of a dodecahedron, except for the lowest vertex,
were also used to obtain recordings of the simulated
scenes. These two additional arrays represent array
configurations that are currently popular for Ambisonic
recording.

The simulated one-plus-three microphone and two
SMAs recordings were then encoded into the Ambison-
ics format. For the one-plus-three microphone, the pro-
posed parametric encoding approach was employed tar-
geting third-order (1+3_par_o3). Whereas, for the two
SMAs, the open-source SPARTA Array2SH audio
plug-in described in [22] was used; this plug-in applies
a linear encoding matrix based on analytical descriptors
of the array sensor placement, radius, and its baffle type
(open or rigid). The audio plugin also applies diffuse-
field equalisation above the spatial aliasing frequency
of the SMA, as described in [23] and recommended by
Gerzon in [2]. The open tetrahedral array was linearly
encoded into first-order (open_lin_o1), while the rigid
19-sensor SMA was linearly encoded into third-order
(rigid_lin_o3). All encoded scenes were then decoded
for static headphones playback using the Magnitude-
Least Squares (MagLS) decoder, as implemented in
the open-source SPARTA AmbiBIN audio plug-in de-
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Table 2: The rendering pipelines under test.

Name Array Encoding method Decoding method

ideal_ref_o3 Ideal SH receiver Direct encoding to third-order Magnitude least-squares
1+3_par_o3 Proposed one-plus-three array Proposed encoding to third-order Magnitude least-squares
rigid_lin_o3 Rigid SMA with 19-sensors Linear encoding to third-order Magnitude least-squares
open_lin_o1 Open tetrahedral SMA Linear encoding to first-order Magnitude least-squares

omni Omnidirectional microphone None Routed to left and right

scribed in [24]. As an anchor-like condition, and also
highlighting the absence of spatial recording capabili-
ties of omnidirectional studio microphones, the signal
corresponding to the top-most (high-quality) sensor of
the one-plus-three array was simply routed to the left
and right binaural channels. These listening test cases
are summarised in Table 2.

The multiple-stimulus listening test was then divided
into three parts: spatial, timbre, and overall. In the
spatial part of the test, all of the binaural signals from
the rendering pipelines under test were equalised to the
reference binaural signals based on their averaged mag-
nitude responses; thus, achieving timbral equivalence
across the test cases, with the listening test subjects
asked to rate them based on their spatial similarity with
the reference. In the timbral part, the reference test
cases were instead duplicated and equalised based on
the mean magnitudes of the rendering pipelines under
test; therefore, attaining spatial equivalence, with the
test subjects requested to rate them based only on their
timbral similarity with the reference. In the final part
of the test, termed overall, the test cases were simply
normalised to the reference based on their broad-band
root-mean-square values averaged across both chan-
nels, with the test subjects asked to rate them based
on personal preference. Note that the employed three-
part listening test procedure is also described in further
detail in [9].

6 Results and discussion

The listening test results, based on ten participants, are
presented in Fig. 2. It can be seen that the ratings
of renderings for the proposed one-plus-three micro-
phone array have medians that are closer in value to the
ideal reference renderings in the spatial results, with
the exceptions being the test scenes involving speech

stimuli. The median values of the timbre results are
almost identical with the ideal reference rendering rat-
ings for all the test scenes and microphone arrays, with
the exception of the rigid SMA.

Subsequent Friedman tests conducted on the spatial
results showed there were statistically significant differ-
ences (p < 0.05) between the ratings for the three sim-
ulated microphone arrays and the reference rendering
for all the test scenes. It should be noted that the rat-
ings for the omnidirectional anchor case were omitted
from these (and subsequent) analyses. Post ad-hoc anal-
ysis with Dunnett’s test revealed that the differences
between ratings for the ideal reference rendering and
the one-plus-three microphone array rendering were
statistically significant only for the speech test scenes,
while the ratings for the tetrahedral SMA were signifi-
cantly different from the ratings for the one-plus-three
microphone array in the cases of the music and mix test
scenes, but did not reach significance for the speech test
scenes. The differences in ratings for the rigid SMA
renderings and the one-plus-three microphone array
renderings were statistically significant for the music
and reverberant mix tests scenes but not for the other
three test scenes.

For the timbre results, Friedman tests conducted on the
ratings revealed statistically significant differences for
the music and mix test scene renderings. No signifi-
cant differences were found between the ratings for the
speech test scenes. Post ad-hoc analysis with Dunnett’s
test revealed the differences between ratings for the
ideal reference rendering and the one-plus-three micro-
phone array renderings did not reach significance for
any of the test scenes. The tetrahedral SMA’s ratings
were significantly different from the one-plus-three rat-
ings only in the case of the reverberant music scene.
The ratings for the rigid SMA renderings were found
to be significantly different from the ratings for the
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Fig. 2: Listening test results displaying medians and 95% confidence intervals, based on 10 test subjects.

one-plus-three microphone array renderings for all four
music and mix sound scenes.

The statistical analyses imply that the simulated render-
ings of the proposed system are perceptually similar to
the ideal references for most sound scenes in terms of
spatial characteristics, with the exception being sound
scenes composed of only speech sound sources. Fur-
thermore, the proposed system performed in a similar
manner to the ideal reference in terms of timbre for all
the test scenes. Compared to the two SMAs using lin-
ear encoding strategies, the proposed system achieved
ratings which were higher for the majority of the sound
scenes in terms of spatial characteristics, with the ex-
ception being the speech sound scenes, where the pro-
posed system performed in a manner similar to existing
commercially available solutions. In terms of timbre
characteristics, the renderings of the proposed system
did not have any perceivable colouration or artefacts.

It may be inferred, therefore, that the proposed sys-
tem, consisting of a parametric encoding method in
conjunction with a one-plus-three microphone array
configuration, may yield better or similar performance

to popular SMA configurations coupled with conven-
tional linear encoding procedures.

7 Prototype

In order to demonstrate a practical implementation of
the proposed microphone array configuration, a proto-
type was constructed. This prototype involved affixing
a 3D printed ring, housing three MEMS microphones,
onto the cylindrical casing of an AKG CK 62-ULS
omni-directional microphone capsule and AKG C480
B pre-amp; as shown in Fig. 3. Especially if such an
omni-directional microphone is already at hand, the
assembled prototype may represent a cost effective
solution for obtaining a spatial audio compliant record-
ing device. It is also noted that the prototype requires
the same number of analogue-to-digital converters as
used by existing first-order tetrahedral arrays; however,
when coupled with the proposed rendering techniques,
it may also attain higher spatial resolution compared
to traditional signal-independent Ambisonic recording
solutions. A study investigating the application of the
proposed rendering techniques using this prototype,
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Fig. 3: Prototype of the proposed one-plus-three mi-
crophone array configuration, where the high-
quality omni-directional capsule is accompa-
nied by three MEMS-microphones (on the 3D
printed green ring).

and how closely the perceived performance matches
the simulated case used for the present evaluations, is a
topic of future work.

8 Conclusion

This paper proposes a solution for imparting ambisonic
recording capabilities onto an omnidirectional studio
microphone. This is realised by affixing three or more
additional sensors to the studio microphone casing, cou-
pled with the use of spatial analysis and adaptive signal
processing to isolate directional and non-directional
sound components in the captured scene; which can
then be encoded into the target Ambisonics format at
an arbitrary order. The (presumably) higher quality om-
nidirectional signal is used for encoding the directional
components, while both the omnidirectional signal and
the secondary array signals are used to deliver an en-
hanced ambience encoding.

The proposed microphone array configuration and the
encoding method were evaluated by conducting formal
listening tests, based on a binaural rendering workflow
and using simulated array steering vectors. The pro-
posed system was compared to binaural renderings of:

ideal simulated Ambisonic encodings, and that of a
linearly encoded open tetrahedral array and also a lin-
early encoded rigid 19-sensor spherical microphone
array. The results, based on 10 subjects, indicate that
the proposed microphone array configuration and para-
metric approach is able to ultimately lead to binaural
renderings which are perceptually more similar to the
reference case, compared to the other linearly encoded
arrays, in the majority of the tested cases.

Additionally, a prototype of the proposed array configu-
ration was constructed, which may serve as a practical
example and form the basis of a future study.
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