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ABSTRACT

This paper proposes an algorithm for rendering spread sound
sources, which are mutually incoherent across their extents, over
arbitrary playback formats. The approach involves first generating
signals corresponding to the centre of the spread source for the in-
tended playback setup, along with decorrelated variants, followed
by defining a diffuse spatial covariance matrix for the confined tar-
get spreading area. The mixing matrices required to combine these
signals, in a manner whereby the resulting output signals exhibit the
target inter-channel relationships for an incoherently spread source,
are computed based on an optimised solution which is constrained
to preserve signal fidelity. The proposed solution is evaluated in the
context of producing extended sound sources for binaural playback.
Objective perceptual metrics are computed and shown to be compa-
rable to those derived from an ideal incoherently spread reference.
Signal distortion measures are also calculated for speech, musical,
and ambience recordings, which indicate higher signal fidelity pro-
duced by the proposed constrained spatial covariance matching so-
lution, compared to an unconstrained alternative. These improve-
ments in signal fidelity are further demonstrated by the provided
audio examples and open-source audio plug-in.

Index Terms— sound source spreading, spatial audio

1. INTRODUCTION

The ability to create sound sources of arbitrary physical extent is
useful for a number of applications; including: immersive con-
tent production, cinema audio, and generating sound objects within
virtual and augmented reality environments. A trivial solution for
this task involves creating several coherent copies of the input sig-
nal, and assigning them in directions surrounding the centre of the
sound object. This approach has been employed for stabilising the
inherent direction-dependent source spread during amplitude pan-
ning [1, 2], but has also been used by certain software tools [3, 4] to
target the aforementioned applications. Coherent spreading is also
how Ambisonics panning fundamentally operates [5, 6]. Incoherent
source spreading, on the other hand, is when sound is instead re-
produced over the spreading area in a diffuse manner, based on the
creation of mutually incoherent copies of the input signal through
the application of decorrelators [7, 8]. Note that the intention of this
decorrelation is to generate spectrally identical signals, but with in-
coherent phase responses. Since coherently spread sources have
the tendency to collapse into narrower and directionally more am-
biguous auditory events [9], and exhibit timbral colourations sim-
ilar to those associated with lower-order Ambisonics reproduction

* Equally contributing authors in this paper.

[10], incoherent source spreading is generally the more favoured ap-
proach [11, 12, 13]. However, in practice, as the number of channels
increases, solutions for incoherent spreading can become increas-
ingly more challenging; since signal fidelity degradations can occur
and be aggregated during the necessary decorrelation operations.

Rather than operating based on coherent or incoherent replicas
of the input signal, one popular alternative approach is to instead di-
vide the input signal into frequency bands and then spatialise each
band in different directions surrounding the target spreading area
[14, 15, 16, 17]. Such an approach has been shown to yield percep-
tually plausible source spreading in [15, 18], has been employed for
spatial upmixing purposes in [19], and applied within the Ambison-
ics framework using time-varying encoding directions in [20]. The
performance of these frequency-dependent spreading approaches
does, however, vary depending on the spectral content of the in-
put signal. For example, in the extreme case of a single sine tone
input, the spreading function would instead correspond to a direc-
tional shift. In [21] the approach was also found to produce stimuli-
dependent localisation shifts for musical input, when the spreading
was applied over third-octave bands. The frequency resolution of
the employed transform and the chosen spreading assignment (ran-
dom or deterministic) are also cited as important design factors af-
fecting the performance of the approach in [15]. Naturally, such an
approach is also not applicable or easily augmented for the task of
delivering frequency-dependent source spread.

Considering the above overview, the requirements for an ideal
source spreading algorithm may be outlined as follows: to produce
incoherent spreading of the input signal, in order to mitigate tim-
bral colourations and localisation ambiguity; employ as few decor-
relation operations as possible, or otherwise optimise the algorithm
to preserve the signal fidelity of the original signal; involve mini-
mal parameter tuning; and provide support for frequency-dependent
spreading. In this paper, a spreading algorithm is formulated based
on the covariance domain framework established in [22], which
aims to fulfil these requirements. The algorithm may be config-
ured for any output format; such as: head-related transfer functions
(HRTFs), microphone array transfer functions, vector-base ampli-
tude panning (VBAP) gains, or spherical harmonic (SH) vectors.
The proposed algorithm is evaluated in two parts, in the context of
binaural reproduction using HRTFs. The first evaluation involves
a comparison of the binaural colouration, interaural level and co-
herence difference cues, to those provided by an ideal incoherently
spread binaural reference. The second part provides insight regard-
ing the signal fidelity of the output signals. An open-source audio-
plugin implementation of the proposal is also provided on the com-
panion web-page1, along with exemplary pre-rendered examples.

1http://research.spa.aalto.fi/publications/papers/waspaa21-spread/
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2. SPREAD SOURCE MODEL

Consider a multi-channel rendering system of Q channels, which,
in the general case, can be characterised either by its directional
rendering functions (for example, HRTFs for headphone rendering,
or VBAP gain vectors for loudspeaker rendering), or by its encod-
ing/capturing functions (for example, SH vectors for Ambisonics
encoding, or array responses for surround recording). The direc-
tional responses for such systems depend on the direction of ar-
rival u, and potentially also on frequency f , and may be denoted
as h(f,u) = [h1(f,u), ..., hQ(f,u)]

T. Note that such responses
may be determined analytically (for example, VBAP gains or SH
vectors), modelled numerically (such as solid-sphere HRTFs or ge-
ometrical models of the recording setup), or simply measured for
a dense grid of K directions around the rendering system. In all
cases, the responses may be combined into a directional response
matrix H(f) = [h(f,u1), ...,h(f,uK)].

It is assumed that the setup will render signals d(f) =
[d1(f), ..., dQ(f)]

T corresponding to a spread source that is diffuse
(i.e. mutually incoherent) over its full extent. The signals corre-
sponding to this spread source may be modelled as

d(f) =

∫
u∈A

h(f,u)s(f,u)du, (1)

where s(f,u) is the source signal carried by the incident wave from
direction u, du = cos θdθdφ is the differential surface element
on the unit sphere with elevation and azimuth angles (θ, φ), and
the integration is conducted over all directions within the spreading
area A ∈ S2. Since fully incoherent incidence from the source is
assumed for each direction, the following assumptions also hold

E[s(f,ui)s
∗(f,uj)] =

{
0, ui 6= uj

Ps(f,ui) ui = uj ,
(2)

where Ps(f,u) is the incident power for direction u and E[·] de-
notes the expectation operator. The directional power profile may,
for example, be derived based on geometrical considerations be-
tween the spread source and the receiver. However, in the most
common and practical case, where no such information exists, an
equal mean power for all directions Ps(f,u) = Ps(f) can be as-
sumed.

Based on the above, the spatial covariance matrix (SCM) of the
rendered spread source signals is given as

E[d(f)dH(f)] = Ps(f)

∫
u∈A

h(f,u)hH(f,u)du,

= Ps(f)D(f), (3)

where D(f) refers to a spread diffuse coherence matrix (SDCM) for
the renderer. This SDCM can be computed analytically for certain
array configurations, or approximated numerically from models or
measurements [23]

D(f) =

∫
u∈A

h(f,u)hH(f,u)du,

≈
∑

k|uk∈A

wkh(f,uk)h
H(f,uk),

≈ H(f)WHH(f), (4)

where wk are integration weights if the modelling/measurement
points are not uniformly distributed over the sphere (otherwise

wk = 1/K), and W is a diagonal matrix constructed from them.
Note that the formulation of the SDCM in (4) can readily accom-
modate more general directional power distributions, as in (2), using
D(f) = H(f)WPHH(f); where P is aK×K diagonal matrix of
power distribution values for the grid points, which are normalised
so that tr[P] = 1.

3. SOURCE SPREADING

3.1. Coherent spreading

This straightforward approach serves as the baseline for this study,
since it is often employed in software solutions [3, 4]; owing to
its simplicity and computational efficiency. Coherent spreading is
based on the principle that the input source signal may be repli-
cated and reproduced over many directions surrounding the in-
tended spreading area. By employing the appropriate directional
responses, the intention is that this combination of the respective
interaural cues should generate a perception of source width. This
principle has also been used to stabilise the apparent shifts in source
spreading depending on direction; for example, for spatialisation
via amplitude panning [1, 2] or Ambisonics [6]. It can be formu-
lated as

dcoh(f) = s(f)
∑

k|uk∈A

wkh(f,uk) = s(f)hcoh. (5)

Note that coherent spreading does not involve any signal decorre-
lation, but instead simply averages the same signal spatialised over
multiple directions. It preserves high signal fidelity, since artefacts
commonly associated with decorrelation are avoided. On the other
hand, coherently spread sources can have the tendency of collapsing
into narrower auditory events, due to the summing localisation phe-
nomenon [9], and is otherwise considered to be perceptually less
convincing than incoherent spreading [11, 12, 13].

3.2. Direct incoherent spreading

The simplest approach to achieving an incoherent source spread,
which closely follows the assumed model, is to decorrelate and spa-
tialise multiple copies of the input signal for all available directional
responses within the spreading area. Decorrelation approaches suit-
able for this task include short FIR filters of white noise sequences,
sparse noise sequences [24], or time-frequency domain operations;
such as: phase randomisation [7], sub-band delays [25], or networks
of all-pass filters [26, 11]. If all K points are employed for spread-
ing, then K − 1 decorrelated copies of the original source signal
s(n) are obtained sdec(f) = [s(f), sdec,1(f), ..., sdec,K−1(f)]

T,
with an approximate SCM of E[sdec(f)sHdec(f)] ≈ Ps(f)I. This
direct incoherent spreading approach is conducted based on the spa-
tialisation of all sdec signals as

dinc(f) = H(f)W1/2sdec(f). (6)

However, while this direct solution is theoretically correct and gen-
erates the appropriate inter-channel properties of D, the excessive
decorrelation required to create large extended sources can im-
pair the signal quality in practice. Therefore, available incoherent
spreading solutions typically employ and distribute far fewer points
in the spreading area to mitigate such decorrelation artefacts [8].
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3.3. Incoherent spreading through SCM matching

Ideally, no more than Q decorrelators should be employed for Q
channels in the playback system. To demonstrate how that may be
achieved, the spreading operation is posed as an optimal mixing
problem; i.e., determining the mixing matrix M to apply to Q un-
correlated signals, in order to generate output signals that exhibit
the appropriate inter-channel relationships defined by the SDCM

dscm(f) = M(f)sdec(f), with (7)

M(f)MH(f) = D(f). (8)

In the specific case of binaural rendering (employing HRTFs as
directional responses), the above mixing would directly generate
the binaural cues corresponding to the assumed incoherent spread
source model. The general solution to this mixing problem is
given by any appropriate decomposition of the Hermitian matrix
D = MMH. Among other options, a straightforward solution
may be derived based on the eigenvalue decomposition (EVD) of
D = EΛEH, resulting in the mixing solution fulfilling (8) as

M(f) = E(f)Λ1/2(f). (9)

4. PROPOSED INCOHERENT SPREADING THROUGH
CONSTRAINED SCM MATCHING

The SCM matching solution of Sec. 3.3 generates signals with the
correct target inter-channel relations, but not necessarily with any
across-frequency consistency. The resulting multichannel spread-
ing filters in M(f), combined with the decorrelated signals, may
result in temporal artefacts and thus reduce the signal fidelity and
the perceived sound quality of the spreader. On the other hand, it is
apparent that there is an infinite number of solutions fulfilling (8),
since MQQHMH = D holds true for any arbitrary unitary matrix
Q. Therefore, additional degrees of freedom are available, which
may be employed to minimise such artefacts and improve the signal
fidelity. To that end, the optimal upmixing framework described in
[22], which has been used previously by the authors in [27, 28, 29],
is employed. Incoherently spreading a mono signal is therefore re-
alised as an upmixing optimisation task.

The proposed method involves first generating prototype mul-
tichannel signals, which only partially exhibit the required inter-
channel relationships, but nevertheless have high signal fidelity.
Such prototypes are usually derived based on a linear time-invariant
mixing process, without signal decorrelation. A suitable candidate
for the present scenario is dcen(f) = hcen(f)s(f), where hcen(f)
corresponds to the central spreading direction. In the second stage,
these prototype signal are enhanced by applying a mixing matrix
M such that the resulting signals match the target SDCM. Since the
target SDCM is generally not fully reached by linearly mixing the
prototype spread signals, some decorrelated signal energy is also in-
troduced via a secondary mixing matrix Mdec to fulfil the remain-
ing target inter-channel relationships. Contrary to the solution of
Sec. 3.3, which mixes fully decorrelated signals, the proposed solu-
tion here only introduces the minimum amount of decorrelation en-
ergy that is needed; therefore, decorrelation artefacts are minimised
in the output. Additionally, the mixing matrix is fully optimised to
both achieve the target SDCM and minimise signal distortion.

The optimisation process can be summarised as [22]

dopt(t, f) = M(t, f)dcen(t, f)+Mdec(t, f)D[dcen(t, f)], (10)

where D[·] denotes a decorrelation operation on the enclosed sig-
nals. Omitting time and frequency indices, and denoting e.g. Ã as
a diagonal matrix containing the diagonal entries of matrix A, the
following quantities are defined: Cinc = PsD is the target spread
source SCM; Ccen = E[dcendH

cen] = PshcenhH
cen = PsHcen is

the SCM of the prototype signals; and G = C̃incC̃
−1
cen is a matrix

that matches the channel energies of the prototype signals with the
target energies. The optimisation problem is then expressed as

argmin
M,Mdec

E[||dopt −Gdcen||2], subject to (11)

MCcenMH + MdecC̃cenMH
dec = Cinc. (12)

The solution to this problem is given by

M = KincVUHK−1
cen, (13)

where the decompositions D = KincK
H
inc and Hcen = KcenKH

cen

are defined similarly as in Sec 3.3. The U,V are obtained from the
singular value decomposition USVH = KH

cenGKinc, while G re-
duces to G = D̃H̃−1

cen. Note that M is computed first, while Mdec

is obtained only if decorrelation is required to reach the remaining
target SCM Cinc−MCcenMH, which may not be always the case;
e.g. when the spreading area is comparatively narrow.

5. EVALUATION

The implementation of the proposed algorithm employed the alias-
free short-time Fourier transform (afSTFT) filterbank described in
[30], configured with a hop size of 128 samples and with the ad-
ditional hybrid filtering of the lower-bands to obtain 133 frequency
bands in total. Decorrelators based on cascaded lattice all-pass fil-
ters, as described in [26] and implemented in the open-source Spa-
tial Audio Framework2, were employed for the decorrelation.

The evaluation of the proposed spreading algorithm was based
on HRTFs and split into two parts. The first evaluation involved the
use of white noise stimuli as the input, and compared the output of
the spreading algorithm to incoherent noise signals distributed over
the same spreading area which served as the reference. Objective
perceptual metrics, namely: the binaural colouration, inter-aural
level and coherence differences (ILD & IC), were then computed
for the reference (Ref), the coherent spreading baseline of Sec. 3.1
(BL), the unconstrained approach described in Sec. 3.3 (EVD), and
the proposed optimal-mixing approach described in Sec. 4 (OM).
Since, in this case, the target is binaural, the auto- and inter-channel
contributions between the left and right (l, r) channels are given as

Cd(f) =

(
cdll(f) cdlr (f)
cdrl(f) cdrr (f)

)
= E[d(f) dH(f)], (14)

from which the perceptual metrics can be derived as follows:

Colouration(f) = 10 log10[cdll(f) + cdrr (f)], (15)
ILD(f) = 10 log10[cdll(f)/cdrr (f)], (16)

IC(f) =
real[cdlr (f)]√
cdll(f)cdrr (f)

. (17)

An example of these metrics plotted over frequency for a white
noise input signal is depicted in Fig. 1. Note that all perceptual
metrics were averaged over one second.

2https://github.com/leomccormack/Spatial Audio Framework
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Figure 1: An example of binaural perceptual parameters plotted
over frequency for a source at 45 degree azimuth, 0 elevation, and
with 60 degrees of spread.

Simuli BL EVD OM
Speech (male) 0.2199 1.6233 0.3555
Speech (female) 0.5136 1.2979 0.5731
Drums 0.4139 2.1727 0.4266
Strings 0.1661 1.3856 0.1735
Seagulls 0.3507 1.5155 0.3653
Waves 0.3646 1.5636 0.3639
Average 0.3381 1.5931 0.3763

Table 1: The SDE values for a source at 90 degree azimuth, 0 ele-
vation, with 60 degrees of spread, for different stimuli.

These metrics were then computed for all 836 directions in the
employed HRTF dataset, and for target spreading angles: [0 30 60
90 120 150 180] degrees. The metrics for the three spreading modes
were then compared to those provided by the reference, based on the
root-mean-square-error (RMSE) averaged over all 836 directions
and over the perceptually-motivated equivalent rectangular band-
widths (ERB) frequency axis. These error values and their stan-
dard deviations are depicted in Fig. 2. It can be observed that the
colouration and IC errors for the proposed and unconstrained EVD
solutions are significantly closer to the reference compared to the
baseline method. The ILD errors for the proposed method are then
closer to the baseline than to the reference and the unconstrained
EVD solution. However, while this first part of the evaluation pro-
vides insight into the binaural cues and colouration of the proposed
method, it does not demonstrate how its additional constraints al-
low it to better retain the original signal fidelity compared to the
EVD solution. Therefore, the second evaluation involved comput-
ing a signal distortion error (SDE) metric based on the output time-
domain signals as

SDE =

√∑
n ||d(n)− dref(n)||2∑

n ||dref(n)||2
, (18)

Figure 2: The RMSE values and standard deviations for the percep-
tual parameters, which were averaged over all 836 directions and
ERB frequencies for different degrees of source spreading.

where dref is a signal corresponding to the central spreading di-
rection. This metric was computed for the three spreading modes,
using a number of different input stimuli. The results are given in
Table. 1. It is shown that while the EVD approach can deliver sim-
ilar or lower RMSE values for the perceptual metrics compared to
the proposed OM approach, it does so with the penalty of increased
signal distortion. Audio files which also demonstrate this distortion
can be found on the companion web-page, or revealed by using the
audio plug-in when set to the EVD spreading mode.

6. CONCLUSION

This paper has proposed an algorithm for rendering incoherently
spread sound sources over arbitrary playback setups. It employs
an optimised covariance domain solution to synthesise output sig-
nals exhibiting inter-channel relationships defined by a target spa-
tial covariance matrix. In this case, the target is a diffuse covari-
ance matrix for the specified confined spreading area. The solution
is then constrained to mix decorrelated signal energy into the out-
put, only to the degree necessary to fulfil the remaining target inter-
channel relationships after a purely linear combination of the input
signals has first been conducted. Objective evaluations, in the con-
text of synthesising binaural signals corresponding to spread sound
sources, demonstrate that the proposed method provides low binau-
ral colouration and interaural coherence errors when compared to:
a perfectly incoherent reference case, a coherently spread baseline
and an unconstrained incoherently spread alternative. The proposed
constrained method fairs less favourably with regard to binaural in-
teraural level difference errors, compared to the unconstrained ap-
proach. However, it may be argued that this is nonetheless a permis-
sible compromise, as the proposed constraints yield higher signal
fidelity; as verified based upon an objective distortion metric, and
informal listening of the provided sound examples.
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